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Foreword

The Foundetion for Intelligent Physicd Agents (FIPA) is anon-profit association registered in Geneva,
Switzerland. FIPA’ s purpose is to promote the success of emerging agent-based gpplications, servicesand
equipment. Thisgod is pursued by making available in atimey manner, internationdly agreed
specifications that maximise interoperability across agent-based gpplications, services and equipment.
Thisis redised through the open internationd collaboration of member organisations, which are
companies and universities active in the agent fidd. FIPA intends to make the results of its activities
avalable to dl interested parties and to contribute the results of its activities to appropriate formal
Sandards bodies.

This specification has been devel oped through direct involvement of the FIPA membership. The 48
members of FIPA (October 1998) represent 13 countries world-wide.

Membership in FIPA is open to any corporation and individud firm, partnership, governmenta body or
internationa organisation without redtriction. By joining FIPA each member declares himsdlf individudly
and collectively committed to open competition in the development of agent-based gpplications, services
and equipment. Associate Member statusis usudly chosen by those entities who want to be members of
FIPA without using the right to influence the precise content of the specifications through vating.

The members are not restricted in any way from designing, developing, marketing and/or procuring
agent-based applications, services and equipment. Members are nat bound to implement or use specific
agent-based standards, recommendations and FIPA specifications by virtue of their participation in FIPA.
This specification is published as FIPA 98 specifications ver 1.0. All these parts have undergone an
intense review by members as well as non-members during the past year as preliminary versons have
been available on the FIPA web ste. FIPA members as well as many non-members have been conducting
vaidation trids of the FIPA 97 specification during 1998 and will continue to subject the new output to
further vdidation during the coming months. During 1999 FIPA will publish revised versons of the
current specifications and is dso planning to continue work on further specifications of agent based
technology.
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Introduction

The FIPA specifications represent the primary output of FIPA. It isimportant to appreciate that these
specifications have been derived from examining reguirements on agent technology posed by specific
industrid gpplications chosen by FIPA so far, and described in Parts 4, 5, 6, and 7 of the FIPA 97
Secificaions.
FIPA specifies the interfaces of the different components in the environment with which anagent can
interact, i.e. humans, other agents, non-agent software and the physica world. FIPA produces two kinds
of specificaions.
- normative specifications mandating the external behaviour of an agent and ensuring
interoperability with other FIPA-specified subsystems;

- informative specifications of applications providing guidance to industry on the use of
FIPAtechnologies.

In October 1997, FIPA rdeased itsfirgt set of specifications, caled FIPA 97, Verson 1.0. During 1998,
comments on this specification were received. Based upon these comments, parts of FIPA 97 were
superseded by a second verson released in October 1998, introducing minor changes only.

Furthermore, in October 1998 FIPA released a new set of specifications, called FIPA 98, verson 1.0, of
which this document is a part.

The following tables provide an overview of the complete set of FIPA specifications.
Sorted by part:

Released October 1997 Released October 1998

Part FIPA 97 Version 1.0 FIPA 97 Version | FIPA 98 Version 1.0
2.0
1 | N [ Agent Management Agent Agent Management Extensions
Management

2 | N [ ACL ACL
3 | N | Agent Software Integration
4 |1 | Persond Travel Assstant
5 || [ Persond Assgtant
6 || | AudioVisud Entertainment

& Broadcagting
7 | I | Network Management &

Provison
8 | N Human-Agent Interaction
1 |N Agent Security Management
0
1 |N Agent Management Support for Mobility
1
1 |N Ontology Service
2
1|l Developer's Guide
3 | M
N == normative; | == informative; M == methodology; Italicised == superseded
Sorted by topic:
Topic FIPA 97(Version 1.0, unless FIPA 98 Version 1,0

otherwise indicated)
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Agent Management | 1. Basic System (Version 2.0) 1. Extenson to Basic System
10. Agent Security Management
11. Agent Management Support for

Mohility

Agent 2 Agent Communication Language 8. Human-Agent Interaction
Communication (Version 2.0)

B T R
Agent S/W 3. Agent Software Integration
Integration
Reference 4. Persond Travel Assistant
Applications

5. Persona Assigtant

6. Audio/Visua Entertainment &
Broadcagting

7. Network Management &
Provisoning

The parts of the FIPA 98 specifications are briefly described below.

Spec 1 Agent M anagement

This part covers agent management for inter-operable agents, and is thus primarily concerned with
defining open standard interfaces for accessng agent management services. It aso specifies an agent
management ontology and agent platform message transport. This speification incorporates and further
enhances the FIPA 97, Spec 1, Version 2.0 spedification. Theinternal design and implementation of
intelligent agents and agent management infrastructure is not mandated by FIPA and is outside the scope
of this part.

Spec 8 Human-Agent Interaction

This part dedls with the human-agent interaction part of an agent system. It specifies two agent services.
User Dialog Management Service (UDMS) and User Persondization Service (UPS). A UDMS wraps
many types of software components for user interfaces dlowing for ACL leve of interaction between
agents and human users. A UPS can maintain user models and supports their construction by ether
accepting explicit information about the user or by learning from observations of user behavior.

Spec 10 Agent Security Management

Security risks exigt throughout agent management: during regidiration, agent-agent interaction, agent
configuration, agent-agent platform interaction, user-agent interaction and agent mobility. The Security
Management specification identifies the key security thrests in agent management and specifiesfacilities
for securing agent-agent communication viathe FIPA agent platform. This specification represents the
minimal set of technologies required and is complementary to the existing FIPA 97 and FIPA 98, Spec 1
gpecifications. This part does not mandate every FIPA-compliant agent platform to support agent security
management.

Spec 11 Agent Management Support for Mobility

This specification represents a normative framework for supporting software agent mohility using the
FIPA agent platform. This framework represents the minimal set of technologies required and is
complementary to the existing FIPA 97 and FIPA 98, Part 1 specifications. Wherever possble, it refersto
exiding sandardsiin this area. The framework supports additional non-mobile agent management
operations such as agent configuration. The specification does not mandate that every FIPA-compliant
agent platform must support agent mohility, nor doesit cover the specific requirements for agentson
mobile devices with intermitent connectivity, which is covered by the scope of the existing FIPA Agent
Management activity.

Spec 12 Ontology Service

This part dedl's with technologies enabling agents to manage explicit, declaratively represented

ontologies. It specifies an ontology service provided to acommunity of agents by a dedicated Ontology
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Agent. It dlows for discovering public ontologiesin order to access and maintain them; trandating
expressions between different ontologies and/or different content languages, responding to queriesfor
relationships between terms or between ontologies; and, fadilitating identification of a shared ontology for
communication between two agents.

The specification ded's only with the communicative interface to such a service while internd
implementation and cgpabilities are |ft to developers. The interaction protocols, communicative acts and,
in generd, the vocabulary that agents must adopt when using this service are defined. The specification
does not mandate the sorage format of ontologies, but only the way the ontology service is accessed.
However, in order to specify the service, an explicit representation formaism, or meta-ontology, has been
specified alowing communication of knowledge between agents.

Spec 13 FIPA 97 Developer's Guide

The Developer’ s Guide is meant to be a companion document to the FIPA 97 specifications, and is
intended to clarify areas of specific interest and potentia confusion. Such areas include issues that span
more than one of the normative parts of FIPA 97.

Vi
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1 Scope

The mandate for TC10 is asfollows:
“ The purpose of the FIPA Evolution Technical Committee (TC10) is to serve as the focal point for
comments received, both fromfield trials, and from other sources, on the FIPA 97standard -and to use
thisinput to produce:
FIPA-97 Version 2, parts 1-7 (for publication in October 1998)

- Informative Developer’s Guide to the use of FIPA 97 technologies (this document)

Furthermore, to support the production of FIPA-98 Version 1 by disseminating information to the
relevant 1998 Technical Committees, where appropriate.”

The Developer’s Guide is intended to clarify areas of specific interest, potentid confusion, and
discussons raised viathe FIPA 97 email feedback process. Such areas may include, for example, issues
that span more than one of the normative parts of FIPA97. The feedback process scope includes areas
requiring clarification, errors, corrections, and inconsstencies.

The Developer’s Guide will not contain information on extensons to FIPA 97 (these must be addressed
in subsequent FIPA standardisation efforts). The Developer’ s Guide will not contain information on
pecific implementation issues such as “ How do we implement a FIPA compliant agent servicein
language xxx? The Developer’s Guide will, however, provide ‘ cookbook’ guidance to people
implementing FIPA compliantl platforms.

2 Normative reference(s)

[1] FIPA97 Pat 1, FIPA7A11, Agent Management, Munich, October 1997.

[2] FIPA97 Part 2, HPA7A12, Agent Communication Language, Munich, October 1997.

[3] FIPA97 Part 3, FIPA7A13, Agent Software Integration, Munich, October 1997.

[4] Internet Inter-ORB Protocol (110P) : Common Object Request Broker Architecture (Version 2).

[5] P.OBrienand R. Nichols, FIPA - Towards a standard for software agents, BT Technology Journd,
Voal. 16, No. 3 July 1998.

3 Termsand definitions

For the purposes of this specification, the following terms and definitions gpply:

Action

A basic construct which represents some activity which an agent may perform. A special class
of actions is the communicative acts.

ARB Agent
An agent which provides the Agent Resource Broker (ARB) service. There must be at least one
such an agent in each Agent Platform in order to allow the sharing of non-agent services.

Agent

An Agent is the fundamental actor in a domain. It combines one or more service capabilities
into a unified and integrated execution model which can include access to external software,
human users and communication facilities.

Agent cloning
The process by which an agent creates a copy of itself on an agent platform.

Agent code
The set of instructions used by an agent.

1 Currently there are no FIPA activitiesinvestigating conformance testing; however, thisis likely to become an important issue in 1998/9.

Page 9
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Agent Communication Language (ACL)

A language with precisely defined syntax, semantics and pragmatics that is the basis of
communication between independently designed and developed software agents. ACL is the
primary subject of this part of the FIPA specification.

Agent Communication Channel (ACC) Router
The Agent Communication Channel is an agent which uses information provided by the Agent

Management System to route messages between agents within the platform and to agents
resident on other platforms.

Agent data
Any data associated with an agent.

Agent invocation
The process by which an agent can create another instance of an agent on an agent platform.

Agent Management System (AMYS)

The Agent Management System is an agent which manages the creation, deletion, suspension,
resumption, authentication and migration of agents on the agent platform and provides a “white
pages” directory service for all agents resident on an agent platform. It stores the mapping
between globally unique agent names (or GUID) and local transport addresses used by the
platform.

Agent migration
The process by which an agent transports itself between agent platforms.

Agent Platform (AP)

An Agent Platform provides an infrastructure in which agents can be deployed. An agent must
be registered on a platform in order to interact with other agents on that platform or indeed other
platforms. An AP consists of three capability sets ACC, AMS and default Directory Facilitator.

Agent Platform Security Manager (APSM)

An Agent Platform Security Manager is responsible for maintaining the agent platform security
policy. The APSM is responsible for providing transport-level security and creating agent audit
logs. The APSM negotiates the requested intra- and inter-domain security services of other
APSM's in concert with the implemented distributed computing architectures, such as CORBA,
COM, DCE, on behalf of an agent in its domain.

Communicative Act (CA)

A special class of actions that correspond to the basic building blocks of dialogue between
agents. A communicative act has a well-defined, declarative meaning independent of the
content of any given act. CA's are modelled on speech act theory. Pragmatically, CA's are
performed by an agent sending a message to another agent, using the message format
described in this specification.

Content

That part of a communicative act which represents the domain dependent component of the
communication. Note that "the content of a message" does not refer to "everything within the
message, including the delimiters"”, as it does in some languages, but rather specifically to the
domain specific component. In the ACL semantic model, a content expression may be
composed from propositions, actions or IR E's.

Conversation

An ongoing sequence of communicative acts exchanged between two (or more) agents relating
to some ongoing topic of discourse. A conversation may (perhaps implicitly) accumulate context
which is used to determine the meaning of later messages in the conversation.

Softwar e System
A software entity which is not conformant to the FIPA Agent Management specification.

Page 10
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CORBA

Common Object Request Broker Architecture, an established standard allowing object-oriented
distributed systems to communicate through the remote invocation of object methods.

Directory Facilitator (DF)

The Directory facilitator is an agent which provides a “yellow pages” directory service for the
agents. It store descriptions of the agents and the services they offer.

Feasibility Precondition (FP)
The conditions (i.e. one or more propositions) which need be true before an agent can (plan to)
execute an action.

Illocutionary effect
See speech act theory.

Knowledge Querying and Manipulation Language (KQML)
A de facto (but widely used) specification of a language for inter-agent communication. In
practice, several implementations and variations exist.

M essage

An individual unit of communication between two or more agents. A message corresponds to a
communicative act, in the sense that a message encodes the communicative act for reliable
transmission between agents. Note that communicative acts can be recursively composed, so

while the outermost act is directly encoded by the message, taken as a whole a given message
may represent multiple individual communicative acts.

M essage content
See content.

M essage transport service

The message transport service is an abstract service provided by the agent management
platform to which the agent is (currently) attached. The message transport service provides for
the reliable and timely delivery of messages to their destination agents, and also provides a
mapping from agent logical names to physical transport addresses.

M obile agent
An agent that is not reliant upon the agent platform where it began executing and can
subsequently transport itself between agent platforms.

Mobility
The property or characteristic of an agent that allows it to travel between agent platforms.

Ontology

An ontology gives meanings to symbols and expressions within a given domain language. In
order for a message from one agent to be properly understood by another, the agents must
ascribe the same meaning to the constants used in the message. The ontology performs the
function of mapping a given constant to some well-understood meaning. For a given domain,
the ontology may be an explicit construct or implicitly encoded with the implementation of the
agent.

Ontology sharing problem

The problem of ensuring that two agents who wish to converse do, in fact, share a common
ontology for the domain of discourse. Minimally, agents should be able to discover whether or
not they share a mutual understanding of the domain constants. Some research work is
addressing the problem of dynamically updating agents' ontologies as the need arises. This
specification makes no provision for dynamically sharing or updating ontologies.

Perlocutionary Effect
See speech act theory.

Page 11
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Per sonalization

An agent’s ability to take individual preferences and characteristics of users into account and
adapt its behavior to these factors.

Proposition
A statement which can be either true or false. A closed proposition is one which contains no
variables, other than those defined within the scope of a quantifier.

Protocol

A common pattern of conversations used to perform some generally useful task. The protocol is
often used to facilitate a simplification of the computational machinery needed to support a
given dialogue task between two agents. Throughout this document, we reserve protocol to
refer to dialogue patterns between agents, and networking protocol to refer to underlying
transport mechanisms such as TCP/IP.

Rational Effect (RE)

The rational effect of an action is a representation of the effect that an agent can expect to occur
as a result of the action being performed. In particular, the rational effect of a communicative act
is the perlocutionary effect an agent can expect the CA to have on a recipient agent.

Note that the recipient is not bound to ensure that the expected effect comes about; indeed it
may be impossible for it to do so. Thus an agent may use its knowledge of the rational effect in
order to plan an action, but it is not entitled to believe that the rational effect necessarily holds
having performed the act.

Speech Act Theory

A theory of communications which is used as the basis for ACL. Speech act theory is derived
from the linguistic analysis of human communication. It is based on the idea that with language
the speaker not only makes statements, but also performs actions. A speech act can be putin a
stylised form that begins "I hereby request ..." or "I hereby declare ...". In this form the verb is
called the performative, since saying it makes it so. Verbs that cannot be put into this form are
not speech acts, for example "I hereby solve this equation” does not actually solve the equation.
[Austin 62, Searle 69].

In speech act theory, communicative acts are decomposed into locutionary, illocutionary and
perlocutionary acts. Locutionary acts refers to the formulation of an utterance, illocutionary
refers to a categorisation of the utterance from the speakers perspective (e.g. question,
command, query, etc), and perlocutionary refers to the other intended effects on the hearer. In
the case of the ACL, the perlocutionary effect refers to the updating of the agent's mental
attitudes.

Local Agent Platform
The Local Agent Platform is the AP to which an agent is attached and which represents an
ultimate destination for messages directed to that agent.

Softwar e Service
An instantiation of a connection to a software system.

Stationary agent
An agent that executes only upon the agent platform where it begins executing and is reliant
upon it.

TCP/IP
A networking protocol used to establish connections and transmit data between hosts

User Agent
An agent w hich interacts with a human user.

User Dialog Management Service
An agent service in order for FIPA agents to interact with human users; by converting ACL into
media/formats which human users can understand and vice versa, managing the

Page 12
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communication channel between agents and users, and identifying users interacting with
agents.

User ID
An identifier for a real user.

User M odel

A user model contains assumptions about user preferences, capabilities, skills, knowledge, etc,
which may be acquired by inductive processing based on observations about the user. User

models normally contain knowledge bases which are directly manipulated and administered.

User Personalization Service
An agent service that offers abilities to support personalization, e.g. by maintaining user profiles

or forming complex user models by learning from observations of user behavior.

Wrapper Agent
An agent which provides the FIPA-WRAPPER service to an agent domain.

4 Symbols(and abbreviated terms)

ACC: Agent Communication Channel

ACL: Agent Communication Language

AMS: Agent Management System

AP: Agent Platform

API: Application Programming Interface

APSM: Agent Platform Security Manager
ARB: Agent Resource Broker

CA: Communicative Act

CORBA: Common Object Request Broker Architecture
DB: Database

DCOM: Distributed COM

DF: Directory Facilitator

FIPA: Foundation for Intelligent Physical Agents
FP: Feasibility Precondition

GUID: Global Unique Identifier

HAP: Home Agent Platform

HTTP: Hypertext Transmission Protocol

IDL: interface Definition Language

IIOP: Internet Inter-ORB Protocol

IPMT: Internal Platform Message Transport

IRE: Identifying Referring Expression

OMG: Object Management Group

ORB: Object Request Broker

P3P: Platform for Privacy Preferences Project
PICS: Platform for Internet Content Selection

RE: Rational Effect

RMI: Remote Method Invocation, an inter-process communication method embodied in
Java

SL: Semantic Language

SMTP: Simple Mail Transfer Protocol

SQL: Structured Query Language

S/W: Software System

TCP/IP: Transmission Control Protocol / Internet Protocol
UDMA: User Dialogue Management Agent
UDMS: User Dialogue Management Service

Page 13
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UPA: User Personalization Agent
UPS: User Personalization Service
XML: eXtensible Markup Language

5 Overview

This guide was under congtruction during the creation of FIPA 98 as a guide for the use and interpretation
of the FIPA 97 Standard. The Developer’s Guide is an output from the FIPA 97 Evolution Technica
Committee (TC10). The contents of this document were guided by the nature of devel oper feedback on
FIPA 97 during 1998. Annexes 1,3 and 4 contain contributions from member companies describing
examples of usng FIPA97 technology. These examples are not mandated by FIPA, but are included for
information. Some of the work described in these annexes may be dedlt with further in FIPA99.

In 1999, TC D conducted severd interoperability trids. The result is gppended as Annex E in this
document. Other parts of the document is untouched since the initia release of the specification.

One of the main intentions of this document isto darify issueswith FIPA 97, comments on any aspect of
this document are therefore welcome from anyone; the mediated email list can be used for this purpose.
This document provides a cookbook type of information for devel opers wishing to implement FIPA97
compliant agent systems and platforms. It highlights the differences between RPC based communication
and communication within Agent based systems and explains the use of ACL,content language and
ontology. Generd pointers on how to implement a FIPA97 compliant inter platform communication
mechanism are provided and concept of asynchronous communication isintroduced dong with astore
and forward architecture. The differences between agent actions occurring within a proprietary agent
platform and outside of it are explained. Therole of the ACC in agent communication is explained. The
need for GUIDs s outlined. Generd pointers on the use of interaction protocols are providedaong with
an example of smple negoatiation for a common communication channdl. An gpplication implementation
scenario isincluded, which addresses in detail the issues associated with the development of aredistic
FIPA compliant agent system.

5.1 Benefits o using the FIPA97 Standar d?

The highly interactive nature of multi-agent systems highlights the need for consensus on agent
interfacesin order to support interoperability between different agent systems. The completion and
adoption of such asandard is a prerequisite to the widespread commercidisation and successful
exploitation of inteligent agent technology. At the time of writing FIPA has around 50 member
organisations (commercia and academic) committed to achieving the required consensus for
interoperability.

The FIPA standards provide:

- a commonly agreed means by which agents can communicate with each other so they

can exchange information, negotiate for services, or delegate tasks

- facilities whereby agents can locate each other (i.e. directory facilities)

- an environment which is secure and trusted where agents can operate and exchange

confidential messages
- aunique way of identifying other agents (i.e. globally unique names)
- ameans of accessing non-agent and legacy systems, if necessary
- ameans of interacting with users

- ameans of migrating from one platform to another, if necessary (FIPA98)

2 This section borrows heavi ly from [5], with the author's permission.

Page 14
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The FIPA agent standard will bring the commercid world a step closer to true software components, the
benefits of thiswill include increased re-use, together with ease of upgrade. Early adopters of new

technology tend to be wary where thereis no commonly agreed standard and which do not benefit from

the support of alarge consortium of companies; an agent sandard will provide added confidence to

potentid adopters of this technology. Findly, the sandardisation process shifts the emphasis from longer-

term research issues to the practicalities of realisng commercid agent systems. FIPA dlows for focused
collaboration (of both indudtrid and academic or ganisations) in addressing the key chdlengesfacing

commercia agent devel opers asthey take agent technology to product.

5.2 Agentsin FIPA

In the context of FIPA97 an agent3is an encapsulated software entity with its own State, behaviour,
thread of control, and an ability to interact and communicate with other entities- induding people, other
agents, and legecy systems4. This definition puts an agent in the same family, but distinctS from, objects,
functions, processes, and daemons. The agent paradigm is dfferent to the traditiond client-server
gpproach; agents can interact on a peer-to-peer level, mediaing, collaborating, and co-operdting to
achievetheir gods.

A common (but by no means necessary) ttribute of an agent is an ability to migrate seamlessly from one
platform to ancother whilst retaining date informeation, a mobile agent. One use of mohility isin the
deployment and upgrade of an agent. Support for agent mobility isincduded in the FIPA98 specification.
Another common type of agent is the intelligent agent, one that exhibits 'smart’ behaviour. Such 'smarts
can range from the primitive behaviour achieved through following user-defined scripts, to the adaptive
behaviour of neurd networks or other heuridtic techniques. In generd, intelligent agents are not mobile
since, in generd, the larger an agent isthe less desirable it isto moveit; coding artificid intdligence into
an agent will undoubtedly make it bigger6.

Ancther prevaent, but optiond, attribute of an agent is anthropomorphism, or ‘human factor', this can
take the form of physica gppearance, or human attributes such as goakdirected behaviour, trugt, beliefs,

dedires and even emotions.
521 Ontologiesin FIPA

An ontology explicitly specifies the concepts and associations within adbmain in away thet isformd,
objective, and unambiguous. This indudes the objects, quantitative and quditetive information,
diginctions, and relationships. Common (or shared) ontologies dlow the sharing and reuse of knowledge
(about the domain of discourse) among software entities (i.e. programs or agents).

An ontology congsts of aset of definitions which associate names of entities in the universe of discourse
(eg. dasses, relations, functions, or other objects) with human-readable text describing what the names
mean, and forma axioms that congrain the interpretation and well-formed use of the terms. An ontology
effectivdly formsamodd of adomain.

Pragmaticaly, acommon ontology defines the vocabulary with which queries and assertions are
exchanged among agents. ‘Ontological commitments are agreements to use the shared vocabulary in a
coherent and consstent manner. Agents sharing a vocabulary need not share a knowledge base; each
knows things the other does not, and an agent that commits to an ontology is not required to answer al
queries that can be formulated in the shared vocabulary?.

3 Theterm agent is loaded; it means different things to different people. The view aims to give the appropriate context for understanding the
FIPA97 specification.
4 Not necessarily all of these for any one instance of an agent.
5An agent isat a higher level of abstraction.
6 Thereisan exception to this statement, 'Swarm' intelligence. Thisis aform of distributed artificia intelligence modelled on ant-like
collective intelligence. The ant-like 'agents’ collaborate to perform complex tasks, which individually they are unable to solve dueto their
limited intelligence (e.g. ant-based routing).
7 One definition of an agent isthat of a software entity that can answer 'No' (if it disagrees about the sameinformation based on its own
knowledge), 'Not understood', or smply ignore the request.
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6 Communication between Agents

6.1 RPC-based communications

The traditional RPGbasad paradigm is usudly based on some remote Application Programming
Interfaces (APIs), each with a set of defined facilities (object classes, methods, attributes etc.). Such an
API identifies the co-operation interface between the entities, (e.g. customer object and a supplier object).
Objects can utilise such facilities, (e.g. viaremote method cdls) to access the functiondity/services
provided by the other objects whose interface is known to it. Such a cooperdtion interface tightly
couples the objects for the purpose of a specific gpplication. To modify this co-operation interface, it is
necessary to re-compile the AP definitions, rewrite the software entities based on the new stub/sSkeleton,
and reiinddl al the software. 1t istherefore difficult or even impossible to dynamicdly modify the APl
(and the associated server/client functionality) in a RPCG-based software interoperability paradigm.
As aresult, the RPC-basad interoperability paradigm has the following drawbacks in dynamic, distributed
environments:

- difficulties and higher costs in modifying, updating and distributing software solutions, due

to the static nature of their co-operation interfaces;

- a RPC API usually offers only elementary, fine grain facilities to clients in order to meet
the dynamic and heterogeneous requirements of the environment.

6.2 Agent-based messaging

In contrast to the traditional RPGbased paradigm the ACL as defined by FIPA represents an attempt at
satisfying the god of auniversal message-oriented communication language. The FIPA ACL describesa
standard way to package messages, in such away that it is clear to other compliant agents what the
purpose of the communication was. Although there are severd hundred verbsin English, which
correspond to performatives, the ACL defines what is considered to be the minima set for agent
communicaion. This method provides for aflexible approach for communication between software

entities exhibiting such benefits as.
- dynamic introduction and removal of services

- customised services can be introduced without a requirement to re-compile the code of
the clients at run-time

- allow for more de-centralised peer-peer realisation of software;

- a universal message based language approach providing consistent speech-act based
interface throughout software (flat hierarchy of interfaces);

- asynchronous message-based interaction between entities.
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Inter-platform, Intra-Domai

Intra-platform
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Agent Platform Agent Platform

Inter-platform
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Inter-platform
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Figure 2: Types of agent communication (transport perspective)

Figure 2 shows agent communication from the transport perspective. There are 4 types of agent-agent
communication depicted:
- Intra-platform

Intra-platform, Inter-domain

Inter-platform, Intra-domain
- Inter-platform, Inter-domain

It isimportant to redise that FIPA dlowsinteroperability between disparate agent platforms. Itis
possible for an agent platform and even awhole domain to communicate usng non-FPA compliant
means. However, supporting FIPA dlows an agent platform to communicate with other proprietary agent
systems. FIPA compliance could be supported throughout a proprietary agent platform, such thet intra-
platform communications were FIPA compliant, dternatively FIPA compliance could be supported by a
gateway between FIPA and non-FIPA domains. Such a gateway has not been defined by the FIPA
standards effort.

6.3 Overview of Agent Communication in FIPA97

6.3.1 Agent Communication Language (ACL), Content L anguage and Ontology

Agent Systems employ a unique method of communication, which promote the openness of these
sysems. This method of communication can enable agents to dynamicaly enter an agent system and
contribute to its overdl behaviour. Agent communication in FIPA97 is accomplished through the use of
three components: the FIPA Agent Communication Language, content language, and ontology, thisisa
common gpproach for agent systems. An ontology enumerates the terms comprising the gpplication
domain and is not unlike a data dictionary in atraditiond information system (see section 7 for amore
detailed description of ontology). The content language is used to combine termsin the ontology into
sentences (logica or otherwise) which are meaningful to agents who have committed to this ontology.
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Sometimes the ontology and content language are so tightly integrated that they become the same thing
i.e alig of sentencesis the content language, which represent the ontology. Findly the ACL actsasa
protocol, enabling the devel opment of did ogues containing sentences of the content language between
agents and defining certain semantics for the behaviour of agents participating in such didogues. The
relationship between ontology, content language and ACL is shown in Figure 3. Ontology, Contert
Language and ACL in FIPA97. A composition of terms from an ontology contained within a sentence of
a content language, itsdf contained within a communicative act as defined by FIPA97 isknown asa
message and FIPA 97 agents communicate by exchanging such messages.

(request :sender (..) :receiver (..) :content ( ) :ontology fipa-agent-mangement :language SLO|

FIPA ACL FIPA-SL Message

FIPA Agent Management
Ontology

/__-register

- T P
(action df@iiop:/ffipa.org:50/acc (redi ] -qf desct:nptlon
-df-description | — -agent-name
:agent-name pta@iiop://fipa.org:50/28& ‘agent-address
:agent-services (...)
)
)

)
)

Figure 3: Ontology, Conte nt Language and ACL in FIPA97

It should be noted that while FIPA97 specifies an ACL, which must be used by FIPA97 compliant
systems, it does not place any redtriction upon the use of content language or ontology. FIPA97 does
specify the use of S and standard ontologies for certain normétive actions (e.g. agent registration)
however this does not preclude the use of other user defined or standard content languages and ontologies
for specific agent gpplications.

6.3.2 Message Transport

Messages are exchanged between agents through the use of a message transport. There are two types of
message trangport: the message trangport, which delivers messages within an agent platform, and the
message transport, which delivers messages between agent platforms. The internd platform message
trangport does not affect platform interoperability and hence is not a subject of standardisation by FIPA.
The transport used to ddliver messages between agent platformsis crucid to platform interoperability and
henceisaddressed in FIPA97. FIPA97 defines 11 OP as the basdine transport protocol for ddivery of
messages between agent platforms, more specificaly it defines an IDL interface called FIPA_Agent 97
containing one method, a one way void caled message which takes as an input parameter a CORBA
gring. The meaning of this specification to the agent platform developer is asfollows: the platform must
make such an interface available over [1OP. The smplest way to do thisis by developing this IDL
interface usng an ORB (Object Request Broker) which supports [1OP.

It isimportant to remember that while the use of 110P is mandated by FIPA97 for platform
interoperahility, it is merely the basdine for communication between agent platforms. FIPA97 does not
preclude the use of other communication protocols between agent platforms and accepts that other
protocols may be more suitable depending on the application requirements (for example, redtime
multimedia streaming). In such a case, agents on different platforms will make initia contactusing the
110OP protocol and may subsequently agree to use a more suitable protocol, which they can both handle
(an example of such anegotiation is given later in this document). FIPA97 thus mandates the use of 110P
only so that there will dways be one wdl known method of communication available between agent
platforms.
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6.3.3 Useof proprietary APIs

It isimportant to understand thet the purpose of many of the interoperability mechanismsin the FIPA97

specification exist to enable interoperability between agert platforms, or between agents and third party

agent platforms. The difference between these two types of interoperability is of great importance to an

agent system or agent platform developer. The use of ACL within an agent platform alows an agent

developer to implement an agent (or agent system) witch will run on another developers platform (of

course the agents involved will have to support I10P to communicate with that platform). However

assume that the developer has control over the development of the platform and any agents which will run

upon it. A consequence is that agent management actions within the agent platform do not necessarily

have to be carried out through ACL.. Take for example the situation where an agent wishes to register

with the AMS and DF of its own agent platform. It is perfectly acceptable for that agent to register using a

proprietary APl provided by the platform if it knows how to do so. From a FIPA compliance perspective

it isonly necessary for the DF and AMS to have the FIPA mandated registration details pertaining to that

agent available and to be able to provide these details to agents outside that platform through FIPA-ACL

queriesif so requested. ACL isrequired only when interacting with entities outside the agent platform.

From an agent management perspective the minima externad interactions that a compliant agent platform

must support are asfallows

1. The ACC must be able to deliver ACL messages between agents within its platform and
agents external to its platform. The ACC must therefore support the ACL requestforward
interface (this requires the ability to both understand and generate the requestforward
communicative actin ACL).

2. The platform must support an ACL interface for all actions from external sources, which
guery registration details (on the AMS and DF).

3. The platform must support the ability for external DFs to register with its DF. The DF must
therefore support an ACL interface for incoming DF registration actions. An additional
consequence is that the DF must be capable of generating the required ACL actions to
manage its registration with external DFs.

4. The platform must of course be able to understand and generate in ACL the exceptions
necessitated by the above requirements.

These are the minimad requirements. If a platform wishes to support dynamic regigration (the ability of
externd or third party agentsto register with it) it must support the full DF and AMSS interfaces through
ACL.

Another way of interpreting these requirementsiis that when agent management operations are carried
over theinter platform transport (i.e. through the ACC) these must be carried as ACL, when they are
carried over the Internal Platform Message Transport (IPMT) they can be carried in a proprietary manner.

7 Implementation Requirements of FIPA agents

The purpose of this section isto describe how a FIPA compliant agent may be implemented. The
informetion given does not imply thet it is neither the only way nor necessarily the best method of
implementation.

7.1 Ping Agent Implementation Requirements

In this example gpplication scenario thereisasingle FIPA Agent Platform, with two registered agents, a
"Test-Agent” and a"Ping-Agent”. Both agents mugt register with the DF and AMS on the platform before
they can interact. The agent management action register required for these agents to register with the DF
and AMS on the platform are shown in section 9.

The"Ping Agent" isasmple example of a FIPA agent implementation, which supports a subset of the
ACL and asmple content language. The "Ping-Agent” aso supports the FIPA mandated inter-platform
mechanism to enable agents on other plaiforms to address it directly. The agent is able to respond to a
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request to inform the sender agent that it is 'dive. The ACL to achieve thisis shown below (the content
language Smple supportsthe sngle term dive):
(request
:sender test-agent
:receiver ping-agent
:content (
i nform
: sender ping- agent
:receiver test-agent
:content (alive)
:language si npl e)
: 1 anguage fi pa-acl)

The ACL message that the test-agent expects to receive in response to its request for the ping-agent to
perform an act is shown below:
(inform

: sender ping-agent

:receiver test-agent

:content (alive)

: 1 anguage sinple)

The semantics of the request communicative act do not guarantee that the ping-agent will act upon the
request made by the test-agent. It is therefore possible that the test-agent will not receive the inform
message as expected even though the ping-agent isin fact dive. Theimpact of such aresult isthat the
test-agent is il unaware of the ping-agent's status. Thisis an important aspect of the semantics of the
ACL.

7.2 Implementation

The minimum requirements of the message transport for the ACL specified in FIPA97 are that it istimely
and relidble. However it should be noted that the concept of asynchronous communication isintringc to
the nature of agents. To support the asynchronous nature of the ACL there is no requirement that the
message trangport mechanism ddlivers a given message directly to the receiver. The message transport
will idedlly support a store and forward architecture.

To enable agents to directly address the "Ping-Agent”, its implementation needs to support the [1OP
praocol. The smplest method to achieve thisisto develop the IDL interface defined in FIPA97 Part 1,
Annex A using an ORB (Object Request Broker) which supports [10P.

To send the request message to the "Ping-Agent” the "Test-Agent” must invoke the message method of
the "Ping-Agent”. The ACL message encoded as astring is used as the parameter of the method
invocation. To enable the "Test-Agent” to invoke the message method of the "Ping-Agent” the "Test-
Agent" mud firgt obtain the object reference to the FIPA_Agent_97 interface. This can be achieved by
taking the I1OP URL component of the agent address (retrieved from the AMS) and converting thisto an
IOR (Interoperability Object Reference).

To enable the "Ping-Agent” to interpret the ACL message the implementation of the message method
requires the ability to parse the parameter string. The parsing process trandates the ACL message into an
interna (implementation specific) representation (e.g. Java object or Prolog list) which can then be used
for internd manipulation. The result of this manipulaion may provide an internd representetion of a
outgoing message depending of the internd gods of the "Ping-Agent”. The form of the message relates
to semantics of origina act recaived (i.e. inform). Thisinternd representation of the message can be
converted to a string, which can then be used as the parameter of the message method invocation on the
"Test-Agent".

7.3 Towards Realistic Agent Implementations

The"Ping-Agent” example consdered neither the concepts of ACL message queues nor the effect of the
ACL didogues on internd agent Sate. These concepts can contribute to implementation of more reditic
agents.
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731 ACL Message Queue

There is an obvious requirement for FIPA to support asynchronous agent communiceation (in fact the use
of awell desgned ACC isthe first step towards implementing asynchronous communication at the agent
leve). If an agent A sends a message to agent B it is often unacceptable for agent A to be blocked while
agent B processesthe message. The IDL interface defined in FIPA97 Part 1 indicates by use of the
‘'oneway' keyword that the 'message’ method will not block the invoking agent (the sender) whilst the
receiving agent processes the method [1]. Thisis achieved, as the implemertation does not require thet
the method return any vaue. In fact no cal back is expected, so the calling process is able to continue
execution. At the agent levd it is expected that the receiving agent will respond with a further ACL
message.

Use of a'oneway' method explains how blocking on the sending Sde is avoided. In the "Ping-Agent”
example thisis sufficient to ensure that the "Test-Agent” does not block when interacting with the "Ping-
Agent”. However, to avoid blocking on the recelver Side amechanism to ensure that the agent is not
forced to process the message as soon asiit is received isrequired. Thisis particularly important when
implementing more computationa intensive agents such asthe ACC. As processing the message may
necessitate communication with other agents this processing may take a subgtantiad amount of time.
Figure 1 below illustrates two dternative implementations of the 'message method. In example 1 the
message received is added to a message queue with no further processing, the method ‘ message’ then
terminates. This example requires the use of a scheduling or threading model o that the subsequent
processing of messages from the message queue does not adversely affect the message ddlivery
mechanism. With the use of amessage queue a recaiving agent can determine itsdf when to process
messages. In contrast to this, example 2 illustrates an implementation where the message is processed
when the 'message’ method isinvoked. In this implementation, the agent is forced to processthe message
directly, this could impact its ability to recelve messages from other agents. Although FIPA97 does not
date explicitly that asynchronous communication is mandated it is highly desirable that FIPA97

compliant platforms implement a store and forward mechanism at least within the platforms ACC.

Examplel
[/ C++ inplenmentation of FIPA Agent 97 Interface
void FIPA_Agent_97_i :: nmessage (char * acl_nessage) {

/'l add the nessage to the nmessage queue : note that this is a sinple
oper ati on which does not involve processing the nessage and shoul d
conpl ete qui ckly
add_nmessage_to_g(acl _nmessage);

}

Example 2

/[ C++ inplenmentation of FIPA Agent 97 Interface

void FI PA_Agent_97_i :: nessage (char * acl_nessage) {

/'l process the nessage : note that this operation may take sone
[l time
process_nessage(acl _nessage);

}

Figure 1: Example of blocking versus non-blocking behaviour in an ACC

Ancther interesting facet of agent communication is the tranamission of very large messages. Take for
example the FIPA_Agent_97 interface. If agent A triesto push a 10MB message through thisinterface
then the interface will be blocked for a consderable period of time while the transfer completes. Thisis
not desirable especidly if the receiver isan ACC, as adher agents may not be able to get atransport level
connection to the ACC during thistime. An obvious solution to this type of problem isthat large
messages are segmented and tranamitted as smdler packets and recongtructed upon arriva, it should be
noted that GIOP 1.1 can support this through the use of the Fragment message type (which dlows large
requests to be transmitted over a series of 11OP messages). At any rate, its seemslogica that such
messages be handled through the use of a streaming senvice.
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7.3.2 ACC Implementation I ssues

The ACC provides abasic messaging service based on a store and forward model to transport string
messages between agents on different platforms. It may optionaly provide support for other message
trangport models and protocols.

In the recommended modd the ACC keeps a queue of messages for al agents currently registered with it,
these messages can be retrieved by the agent on demand. The buffering behaviour (i.e. how messages are
gored, for how long etc.) of the ACC isleft to developers. The mechanism by which the ACC delivers
messages to agents, if the ACC lets agents know when they have new messages etc. are dso not covered
in the specification.

7.3.21 Example message transfer

The ACC on a platform represents the FIPA basdline messaging system. A message sent by agent A on
platform AP-A to an agent B on AP-B asfollows:

1.

A passes the message to its ACC using the request forward action. The ACC will either
refuse to handle the message (if it is too busy for example) or agree to try and deliver the
message to B.

The ACC on platform AP-A now looks at the address in the receiver parameter and identifies
the AP-B it needs to contact.

The ACC then attempts to contact the ACC on AP-B and pass on the message. If the other
ACC on AP-B accepts the message, the message is transferred and the responsibility of the
ACC on the first platform for the message ends. If the platform AP-B cannot be contacted
the ACC may do one of the following: 1) Attempt to find an alternative addresses for the
agent (using delegate agent field in DF description), 2) buffer the message and retry later or
3) discard the message. (Note no error message from the ACC to the agent is specified.)

Once the ACC on platform AP-B accepts the message it also accepts responsbility for its
delivery.

The ACC may tell B that a message has arrived, it may just hold the message in a buffer
until B next checks for new messages.

Note thet there islittle guarantee about message delivery, dthough there was consderation of specifying
minimum buffering/message forwarding behaviour for ACCs. The main arguments againgt were

1.
2.

The difficulty in and potential cost to developers

Difficulty in taking into account the effects of minimum spec + enhanced buffering in ACCs -
i.e. reasoning about what happens to a message - even setting a minimum spec may give
little information about the overall behaviour of the message system.

7.3.2.2 Confirmations

This fundamentaly asynchronous mode of communication gives the sender very little information on
what happened to its message. Thisis provided for a the ACL leved through the 'done request-forward'
message. This can be viewed as “positive only” feedback, snce ACCs are able to hold messages for
agents and they may be buffered in the system.

Within this document "message ddlivery” is taken to mean where message is ddivered when it becomes
avalablein theinternd state of the agent.

This does hat mean the agent has read the message, however it could choose to + if the agent moved the

message could/iwould move with it.
7.3.3 An agents Global Unique Identifier (GUID)
FIPA97 uses the concept of a GUID to ensure the unique identity of FIPA compliant agent's. An agent's

GUID isformed by concatenating its Home Agent Platform (HAP) address e.g. “iiop://fipa.org:50/acc’ to
the agent's unique name within the platform e.g. “agent-1" resulting in a GUID of the following form:

agent-1@iop://fipa.org: 50/ acc
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Globa uniqueness of the GUID is ensured because:
1. All agent platform addresses are unique (of the form iiop://<host>:<port>/<object-key>

2. Each agent platform ensures that agent names assigned locally are unique

An agent's GUID is useful within FIPA agent systems because it forms a basis for agent authentication.
Given an agents GUID it is of course possible to determine the agents HAP address, using the HAP
address one can contact the AMS of that platform. It isthe responsibility of the AMS to then vouch for
the agent specified by the GUID.

7.3.4 Useof FIPA Interaction Protocols

In the FIPA97 part 2 asdection of generic interaction protocols are defined describing the possible
message exchanges between agents. For example, in the FIPA -request interaction protocol, one agent
(the client agent) requests another agent (the server agent) to perform an action (note client and server
here refer to client and server in the context of the requested service and to client and server in context of
remote communication as both agents and hence peers in the communication process). Severd
aternative messages could be sent in return to such amessage. The type of message to be returned can be
the conditions under which the server agent does not satisfy the request or conditions thet represent errors
for the client agent. Included here are some guiddines for how a server agent should handle the reporting
of such errors.

The proposad criteria are the following:
1. About the type of communicative act for the response:

a.

when the requested action does not belong to the set of the actions supported by the
server agent, the response is a communicative act of type “not-understood”;

when the requested action is supported by the server agent but the client agent is not
authorised to request the action, the response is a communicative act of type “refuse”;

. when the requested action is supported by the server agent, the client agent is

authorised to request the action but the action is wrongly specified syntactically or
semantically (e.qg. its attributes are wrong, incomplete or unrecognisable), the response is
a communicative act of type “refuse”;

when the requested action is supported by the server agent, the client agent is
authorised to request the action, the action is syntactically and semantically correct but
the server agent is overloaded attempting to perform other actions, the response is a
communicative of type "refuse";

in all the other cases the server agent sends to the client agent a communicative act of
type “agree”. Subsequently if any condition arises that prevents the server to complete
successfully the requested action, the response is a communicative act of type “failure”; if
it does not happen, the response is a communicative act of type “inform”.

2. About the content of the communicative act encoding the response in case of error:

a.

in order to limit the size of the messages, the content of the response does not have to
include the description of the requested action; this information is implicitly included in
the attribute “in-reply-to” or “conversation-id” of the message; in this respect the client
agent must use one of these attributes in the message encoding the request.

as far as the terminology is concerned, according to FIPA97, the term attribute is used
for the action arguments (parameters); the term slot is used for the fields of an ontology
object;

. the content is a list of format “(<reason> <argument>+)", where <reason> is a predicate

that specifies the error condition and the remaining strings are its arguments. Examples
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of content string are “(wrong-attribute-value provider)”, “(unauthorised)”, “(missing-slot
user birthdate)”.

7.35 Agent Communication over aprotocol other than I[IOP

FIPA mandates that every compliant platform supports the baseline protocol, which is [1OP. This ensures
that agents on separate agent platforms can dways communicate over one well-known channd. This does
not preclude the posshility that agents can communicate over another communications channdl if

available. Indeed a scenario could be envisioned where two agents use the basdline protocol to negotiate
about moving to another common protocol more suitableto their needs. Part of a smple conversation for
that purpose might look something like the following:

Agent A asks agent B for its supported communications mechanisms.

(query-ref
:sender a@iop://fipa.org: 50/ acc
:receiver b@iop://agentland. org: 81/ acc
;1 anguage SL
:ontol ogy communi cati on-mechani sns
: cont ent
(iota ?x (supported- comruni cati on- mechani snms
b@i op://agentl and. org: 50/ acc ?x))

)
Agent B tellsagent A that it supports SMTP, HTTP and SMS:
(inform
:sender b@iop://agentl and. org: 81/ acc
:receiver a@iop://fipa.org:50/acc
: 1 anguage SL
:ont ol ogy conmuni cati on-nmechani sns
: cont ent
(= (iota ?x (supported-conmuni cation-nmechani sns
b@iop://agentl and. org: 50/ acc ?x))
((ip http agentl and. org 90)
(ip sntp fipa-agent-b@gentl and. org)
(gsm sns 123/ 1234567))
)
)
Agent A then requests Agent B to continue this conversation over email:
(request

:sender a@iop://fipa.org:50/acc
:receiver b@iop://agentland. org: 50/ acc
;1 anguage SL
:ont ol ogy comuni cati on- mechani sns
: cont ent

(action b@iop://agentl and. org: 50/ acc

(change-conversati on-channel
( :in fipa-agent-b@gentland.org
cout fipa-agent-a@ipa.org

)

Of course this example assumes that both A and B have committed to a common ontology over which to
perform this negotiation.
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8 Application Scenario Description

A sample gpplication domain of scheduling ameeting for human usersis described here to help illugtrate
the construction of a FIPA97 agent-based gpplication. This example amsto illudtrate festures of FIPA
such as.

- agent registration;
- agent location;
- software wrappers;

- remote platform registration.

The following diagram illugtrates the agent architecture for the Meeting Scheduling application.

ACL
|

--:cture

Co-ordinator
Agent
A ]

CL

The apy ’ (AMS, DF and ACC)
domair jents as described in part
3of F

Foreec .,  ___ _ __ _ _,  _knowledgeof itsusers
preferences with regards to scheduling meetings. In the sample scenario illustrated above there are
Persond Agentsfor 4 human users. In this sample scenario the human users use a eectronic caendar to
maintain their gppointments. Asthe Persond Agents must have accessto their users schedule
information awrapper agent is used to convert the ACL requests made by the Personal Agentsto the
internal API for the eectronic cdendar application. The interaction with the wrapper agent enablesthe
Persond Agents to access the caendar information stored by the gpplication. 1t isthis datawhich enables
the Persond Agents to respond to meeting requests.

Each of the domain specific agents described above interact by exchanging FIPA ACL messages as
gpecified in part 2 of FIPA97. To enable each of the agents to locate each other as required for successful
operation of the application the agents must first register with the AMS and DF of their home platform.

A gents which register with the AM S of a platform may then utilise the services of that platform (e.g. DF
and ACC). The agents may then register their servicesin the DF o that they can located by other agents
if required.

8.1 Meeting Scheduling Scenario

The following diagram illustrates the required interactions between each of the entities (humans and
agents) in the sample scenario in an attempt to schedule a meeting suitable for dl attendees. The
interactions described assume that each of the agents have previoudy registered at least with the DF of
their home platform and thet al of the agents can be located by searching the local DF. In the scenario
the Persond Agents are consider to be ether a co-ordinator (one of these in the scenario) or requested
participants (one per human user requested to atend the meeting). The Persona Agent requested to
schedule the meeting assumes the role of the co-ordinetor.
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Figure 2 - Data flow in the Meeting Scheduling Sample Application

Referring to Figure 2, an explanation if the numbered flows follows:

1.

The human user requests that their Personal Agent attempt to schedule a meeting with
some specified participants.

A call for proposals message is sent to the participants Personal Agent from the co-ordinator
Personal Agent following the FIPA Contract Net protocol described in FIPA97 part 2.

The participant Personal Agents check their calendars for free time slots to attend the
requested meeting. This is achieved by sending a message to the Calendar wrapper which

then queries the Calendar via the appropriate API call. The result of the API call is returned
to the participant agent by the wrapper agent as an ACL message.

The participant Personal Agents reply to the co-ordinator Personal Agent with the proposed
meeting times as per the FIPA Contract Net protocol. The form of this message is either a
proposal or a refusal.

The co-ordinator Personal Agent sends accept and reject messages to invitees as described
by the FIPA Contract Net protocol.

The participant Personal Agents who agree to the proposed meeting update their calendars
with the agreed meeting time by invoking the Calendar wrapper agent.

The participant Personal Agents which agree to the proposed meeting inform the co-
ordinator that they have completed the request to schedule a meeting (accept only) as per
the FIPA Contract Net protocol.

The co-ordinator Personal Agent notifies the human user of the agreed meeting information,
as do all of the participant Personal Agents.
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The above description assumes for smplicity that dl of the participant agents propose amedting time. A
more redigtic scenario may involve certain agents refusing to propose a mesting time for a variety of
reasons (e.g. no available dots, agent hasingructions that their user doesn't wish to meet with certain
other people, etc.).

8.2 Meeting Scheduling Ontology

To ensure that each of the agents in the sample scenario have a common understanding of the domain
gpecific terms used in their communication, a Meeting Scheduler Ontology must be defined. This
ontolgoy specifies the syntax for messages, the PA Meeting Scheduler Ontology. Some additiond
semantics are aso specified. The messages formed using this syntax can be inserted into an ACL
messagein the content field, provided the ontology fidd is st to PA-Meseting. The messages described in
this ontology are envisaged for use with the FIPA-Contract Net protocol. An example of the content field
of atypica cfp messageis.
(action PA-Meset an-agent@ii op://blh.com:8000/name
:PA-Mesting (

:Location A-room

:Description Demo meeting

:Priority 1

‘Timelntervals (

:StartRange 19980606 T 1200- 19980606 T1500)
:Duration 60))

Further details of the grammar are described in a section x.

9 Implementation Guidelines

In this sample scenario the agents negotiaie Smply over the sarting time of the mesting. Initidly a
mesting is proposed which ether has asingle sart time, or arange of possible gart times, and a duration.
In the case of asingle start time, each invitee is queried and if it can be present then it is asked to schedule
the meeting. Thisis the Smplest case and no negotiaion is needed. The more complicated caseis that of
having arange of possible start times, and this is where the negotiation sarts to play a part. Each agent
checksits cdendar and returnsiits free time to the co-ordinator. The co-ordinator then looks at each
agents freetime and works out the time dot when most agents can attend a mesting, in the range
origindly given. It then lets each of these agents know the meeting time that has been decided.
Thisisquiteasmple andytical modd and it is easy to conceive a much more complicated negotiation
model where severd iterations of negotiations take place, with many factors being consdered (such as
location, duration, policy - eg. no meetings before nine in the morning etc.).
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9.1 Description of the agent negotiation

In short, the co-ordinating agent is activated by human user and proceedsto issue acal for proposasto
the invitees. Each invitee checksits calendar and replies with a propose or refuse messageB, depending on
whether it is free or not. The co-ordinator looks at each incoming message and works out the best time to
hold the meeting (using whichever negotiation resolution engine is present), sending accept-proposd and
reject proposal messages to agents that can attend the find meeting, and those that can’t, respectively.
Each invitee which can atend the find meeting then responds with an inform message after it has
scheduled the meeting detailsin its caendar. See the FIPA -Contract-Net protocol described in FIPA97
part 2 for amore detailed description. Figure 3 shows the message order of the negotiation protocol.

!—!uman cc-ordinator participants
gchedule request
cfe
. propose, refuse
accept, reject
p inform, failure
notify

A

Figure 3 -Messaging order of the FIPA-Contract-Net protocol

On recaiving a cfp message each invitee agent will check it's calendar between the times given for the
range of possible gart times. The agents will then return alist of every time dot9 for which they are
avallable which is of the required meeting length or grester.

After each agent sends a proposa to the meeting co-ordinator (which contains one or more time dots
specifying when the agent is available) the co-ordinator passes the time dot infor mation and associated
agent names to the negotiation engine. For each of the time dots of the required meeting length available
in the origind meeting proposd, the agent compares each of the time dots returned by the invitees and
records the number of participants that can attend that particular time dot. After each possble time dot
from the origina proposa has been andysed the agent returns the details of the time dot for which most
agents can attend, and aso returns lists of agents that can, and can't, attend amesting at thistime. The co-
ordinator then uses this information to inform invitees of the agreed meeting time or to cancd their
invitation.

8ina strictly conformant implementation of the FIPA Contract Net protocol each agent which receives the cfp message would reply with an

agr ee message to indicate their intention to propose in response to cfp.
9 Time dots have agranularity of half an hour

Page 29



© FIPA (1998)
9.2 Example meeting time resolution

Assuming that the user wishes to schedule a meeting for 60 minutes between 12.00 and 15.00.

The invitee agents (et us assume that there are four of them) return the following free time informeation
(remember: dl free time information is a least as long as the origind mesting request length, i.e. 60
minutes):

Agen Freetime
t
Bob
Clive
Kevin
Keith

12.00-13.00, 14.00-15.00

1300-15.00
1200-1300

12.30-13.30, 14.00-
1500

The co-ordinator agent will then andyse each of the time dots available from the originad meeting
request:

Agent Time slot
12.00- 12.30- 13.00- 13.30- 14.00- 14.30-
12.30 13.00 13.30 14.00 14.30 1500
Bob v v v v
Clive v v v v
Kevin v v
Keith v v v v
Total 2 3 2 1 3 3

From thistable it can be seen that the time dots where most agents can attend are: 12.30-13.00 and 14.00-
15.00. Sincethe 12.30-13.00 dot isnot 60- minutes long it will be ignored, hence the meeting will be
scheduled to gart a 14.00. The attendees are Bob, Clive, and Keith, and Kevin cannot attend.

N.B. No negotiation over duration of the meeting occurs. In this sample application only the start times of
meeting are dtered from the origind proposd. If only one agent can make amesting it is cancelled.

9.3 Application specific ontology descriptions

9.3.1 PA Meeting Scheduler Ontology
The following represents the syntax for the PA Meeting Scheduler Ontology. The Rulesfor Well Formed

messages describes some of the semantics of the ontology which are not explicit in the grammar.

PAAction = (" "PA-MEET" "(" ":PA-Meeting" PA-Meeting-description+ "))"
PA- Meet i ng- description =
Locati on

| Description

| Priority

| ":Tinelntervals (" Tinelnterval+ ")"

| Duration.
Location = ":Location" Wrd.
Description =":Description" StringLiteral.
Priority = ":Priority" Digit.

Tinmelnterval = Start
| BetweenTi nes.
Ti me.

Start = ":Start"

Duration = ":Duration" IntegerLiteral.

FIPA Spec 13 - 1998
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Bet weenTi nmes = ":StartRange" Time "-" Time.
Wrd= As defined by SLO

StringLiteral = As defined by SLO
IntegerLiteral= As defined by SLO

Ti ne= Year Month Day "T" Hour M nute.

Year = Digit Digit Digit Digit.

Mont h= Digit Dagit.

Day= Digit Dagit.

Hour = Dgit Dgit.

Mnute= Digit Dgit.

9.3.1.1 Rulesfor well formed messages
The following table summarises the semantic rules of using the PA Meeting grammar for the current

scheduling purposes.

Attribute
Performative

Locaion Destriptio  Priority Start Range Duration

n

Cfp M @) @) (@) @) M
Propose O @) @) @) @) @)
Accept- 0] O @] M - O
Proposa
Inform O (@) O M - (@)

Key M =

Mandatory O = Optional - = Not permitted

A cfp should include a minimum ether a art time and duration or range of times and duration in

addition to the mandatory |location information.
9.3.1.2 Further semanticsfor the ontology

Priority ::= 1 = high.

Location and Description contain unconstrained text strings which provide user readable
information about the planned meeting.

A proposal message which includes a range of times and a duration (e.g. (:StartRange
19970605T1200-19970605T1800 :Duration 60)) is taken to mean that a meeting of the
specified duration can be scheduled within the time-span (i.e. the meeting would end by
the end time range, which in this case would be 1800).

The non-terminal Timelnterval is used to express the meeting logistics. The Timelnterval
is used here to indicate the available time slots. The potential meeting duration is
constant independent of timeslot.
Expressing the information as a tuple of time and duration, where time is either a single
value representing the start time or is a range of possible start times would enable more
flexibility and a more complex negotiation scenario.

Location, Description and Priority information need only be described in the cfp message
as the details could be maintained by individual agents. The conversation-id ensures the
agent can track the dialog.
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9.4 Agent Platform Registration

The agent interactionsillugtrated in this section perform the initidisation required by a FIPA platform
such that the application specific agents may register on and utilise the services of the platform. The
following sample ACL messages will illugtrate the core platform agents (AM S, DF and ACC) registering
their services. Once this agents are available on a platform, the sample agents described will register their
services.
The following message registers the DF with the AMS on the Small Company Agent Platform:
(request
:sender df @i op://conpanyxyz. com 9000/ acc
:receiver (ans@i op://conpanyxyz.com 9000/ acc)
: cont ent
(action anms@i op://conpanyxyz. com 9000/ acc
(regi ster-agent
(:anms-description
(:agent -name df @i op://conpanyxyz.com 9000/ acc)
(:agent -address (df @i op://conpanyxyz.conm 9000/ acc))
(:ap-state active))))
: 1 anguage SLO
creply-with id
. protocol fipa-request
:ont ol ogy fi pa-agent-nmanagenent)

with the expected reply being:
(inform
:sender anms@ i op://conmpanyxyz.con 9000/ acc
:receiver (df@iop://conpanyxyz.cont 9000/ acc)
: cont ent
(done
(action ans@ i op://conpanyxyz. com 9000/ acc
(register-agent
(:ams-description
(:agent -name df @i op://conmpanyxyz. con 9000/ acc)
(:agent -address (iiop://conmpanyxyz.con 9000/ acc))
(:ap-state active) ))))
-l anguage SLO
cin-reply-to id
:protocol fipa-request
:ontol ogy fipa-agent-managenent)

The following message registers the DF with the AMS on the Travel Broker Agent Platform:
(request
:sender df @iop://worldtravel . brokers: 9000/ br okeracc
:receiver (ams@iop://worl dtravel . brokers: 9000/ br oker acc)
: cont ent
(action ams@ i op://worl dtravel . brokers: 9000/ br oker acc
(regi ster-agent
(:anms-description
(:agent-name df @i op://worl dtravel . brokers: 9000/ br oker acc)
(:agent -address (iiop://worldtravel . brokers: 9000/ br okeracc))
(:ap-state active))))
-l anguage SLO
creply-with id
. protocol fipa-request
:ont ol ogy fipa-agent - managenent)
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with the expected reply being:

(inform
:sender ams@ i op://worldtravel . brokers: 9000/ br oker acc
:receiver (df@iop://worldtravel.brokers: 9000/ brokeracc)
:cont ent

(done
(action ans@iop://worl dtravel . brokers: 9000/ brokeracc

(register-agent
(:ams-description
(:agent -name df @i op://worl dtravel . brokers: 9000/ br oker acc)
(: agent - address
(iiop://worldtravel . brokers: 9000/ br okeracc))
(:ap-state active) ))))
: 1 anguage SLO
cin-reply-to id
:protocol fipa-request
:ontol ogy fipa-agent-nmanagenent)

The following ACL describes the interactions required to enable the Personad Travel Agent to register on
it's Home Agent Platform:
(request
:sender pta@iop://conmpanyxyz.con 9000/ acc
:receiver (ams@i op://conpanyxyz. com 9000/ acc)
: cont ent
(action ams@ i op:// conpanyxyz. com 9000/ acc
(regi ster-agent
(:ans-description
(:agent-name pta@iop://conmpanyxyz.cont 9000/ acc)
(:agent-address (iiop://conmpanyxyz.com 9000/ acc))
(:ap-state active))))
.l anguage SLO
creply-with idl
. protocol fipa-request
:ontol ogy fipa-agent-managenent)

The following ACL describes the expected response from the AM S asked to perform the register action,
if the action is completed successfully.
(inform
:sender ans@ i op://conpanyxyz.com 9000/ acc
:receiver (pta@iop://conpanyxyz.com 9000/ acc)
: cont ent
(done
(action ams@ i op://conmpanyxyz.com 9000/ acc
(regi ster-agent
(: ams-description
(:agent -nanme pta@iop://conpanyxyz.com 9000/ acc)
(:agent -address (iiop://conpanyxyz.con 9000/ acc))
(:ap-state active)))))
-l anguage SLO
cin-reply-to idl
. protocol fipa-request
:ontol ogy fipa-agent-nmanagenent)
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The following ACL describes the interactions required to enable the Travel Broker Agent to register on
it's Home Agent Platform:
(request
:sender travel agent @i op://worldtravel . brokers: 9000/ br oker acc
:receiver (ams@iop://worldtravel . brokers: 9000/ br oker acc)
: cont ent
(action ans@i op://worl dtravel . br okers: 9000/ br oker acc
(regi ster-agent
(:ans-description
(:agent -name pta@iop://worldtravel . brokers: 9000/ br oker acc)
(:agent -address (iiop://worldtravel.brokers: 9000/ brokeracc))
(:ap-state active))))
: 1 anguage SLO
creply-with idl
. protocol fipa-request
:ont ol ogy fi pa-agent -nmanagenent)

The following ACL describes the expected response from the AM S asked to perform the register action,
if the action is completed successfully.
(inform
:sender ams@ i op://worl dtravel . brokers: 9000/ br oker acc
:receiver (travelagent@iop://worldtravel.brokers: 9000/ br oker acc)
:cont ent
(done
(action ams@iop://worl dtravel . brokers: 9000/ br oker acc
(register-agent
(:anms-description
(:agent - nane
travel agent @i op://worl dtravel . brokers: 9000/ br oker acc)
(: agent - address
(itop://worldtravel . brokers: 9000/ br okeracc))
(:ap-state active)))))
-l anguage SLO
cin-reply-to idl
:protocol fipa-request
:ont ol ogy fi pa-agent -nmanagenent)
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9.5 Agent ServiceRegistration

The gpplication agents must be firgt introduced to the agent platform so that they can locate each other
and share their sarvices. In this sample scenario each of the Persona Agents must register with the AMS
and DF of their home platform. Regigtration with the AMS ensures that they can access the services of
the platform. The AMS aso provides an authentication function for the agents registered with it. This
issue is described further in the FAQ appendix of this document. The following example ACL illustrates
how the Persond Agent for Ally will register with the locd platforn’s AMS.
(request
:sender ally@iop://47.108.97.125: 50/ acc
:receiver ans@i op://47.108.97.125: 50/ acc
. cont ent
(action ams@iop://47.108.97.125: 50/ acc
(register
(:df-description
(:agent-name ally@i
(:ap-state active)))
: 1 anguage SLO
:protocol fipa-request
:ontol ogy fipa-agent-nmanagenment)

op://47.108.97.125: 50/ acc)
)

The AMSwill acknowledge the Persona Agent for Ally has been registered successfully by returning the
‘Done acknowledge message to Ally as shown below.
(inform
:sender ally@iop://47.108.97.125:50/ acc
:receiver anms@iop://47.108.97.125:50/ acc
: cont ent
(done
(action ams@iop://47.108.97.125: 50/ acc
(register
(:df-description
(:agent-nanme ally@iop://47.108.97.125: 50/ acc)
(:ap-state active)))))
: 1 anguage SLO
. protocol fipa-request
:ontol ogy fipa-agent-managenent)

Each of the other Persona Agentsin the sample application would register with their associated AMSin
the same fashion. The only noticeable difference will be the name of the agent registered. Oncethe
agents are registered with the AM S of the platform it is then possible for them to register their services
with the DF of that platform.
Regidration with the DF enables other agentsto locate it based on search criteria such as the types of
serviceswhich it offers. The following example ACL illustrates how the Personal Agent for Ally will
register with theloca platform’s DF. In this example the Persond Agent registersthet it provides the
‘pa (Persond Assstant) service and that it can understand the ‘ meet-sched’ ontology (as described ina
previous section of this document).
(request
:sender ally@iop://47.108.97.125: 50/ acc
:receiver df @iop:// machine. org: 50: acc
: cont ent
(action df @i op:// machi ne. org: 50: acc
(register
(:df-description
(:agent-nanme ally@iop://47.108.97.125: 50/ acc)
(:ownership ally)
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(:df-state active)
(:agent-services
(:service-description
(:service-type pa)
(:service-ontol ogy neet-sched))))))
: 1 anguage SLO
. protocol fipa-request
:ontol ogy fipa-agent-managenent)

The DF will acknowledge the Persond Agent for Ally has been registered successfully by returning the
‘Done acknowledge message to Ally as shown below.
(inform
:sender df@iop://47.108.97.125:50/ acc
:receiver ally@iop://47.108.97.125: 50/ acc
: cont ent
(done
(action df @iop://47.108.97.125: 50/ acc
(register
(:df -description
(:agent-name ally@iop://47.108.97.125: 50/ acc)
(:ownership ally)
(:df-state active)
(:agent-services
(:service-description
(:service-type pa)
(:service-ontol ogy neet-sched)))))))
: 1 anguage SLO
. protocol fipa-request
:ontol ogy fipa-agent-nanagenent)

Each of the other Persona Agentsin the sample application would register with their associated DF in the
same fashion. The only noticeable difference will be the name of the agent registered. Similarly the
wrapper agents may aso register with the AMS and DF in the same way, but in this case the service-type
will dso indicate thet it isa‘fipa-wrapper’ agent insteed of a‘pa. For example the ACL to regigter the
wrapper agent would like the following:
(request
:sender cal ender@iop://47.108.97.125:50/ acc
:receiver df @iop:// machine. org: 50: acc
: cont ent
(action df @i op:// mchine. org: 50: acc
(register
(:df -description
(:agent-nanme cal ender@i op://47.108.97.125: 50/ acc)
(:ownership ally)
(:df-state active)
(:agent-services
(:service-description
(:service-type fipa-wapper)
(:service-ontol ogy neet-sched))))))
: 1 anguage SLO
. protocol fipa-request
:ont ol ogy fipa-agent-nmanagenent)
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Once each of the application specific agents has been registered on the gppropriate platforms the

goplication can beused. A example use of this FIPA agent based system is described in the following

sections.

9.6 Remote Agent Registration

It is possble and often desirable for an agent to register remotely on other agent platforms enabling it to
use the services of thet platform (e.g. the ACC) in addition to advertising it's own services. To engble
remote regidtration the agent must elther support the basdine protocol itself or be registered on a FIPA
platform such that the services of the ACC can be used. The required register action will involve the agent
specifying it's name as determined a the initid regidration. The address given may include a protocol
oecific to the remote agent platform.
Thefollowing ACL describes the interactions required to enable the Persond Agent for Ally previoudy
registered on agent platform at 47.108.97.125 to remotely register on the agentland agent platform as
shown in the example ACL messages that follow:
(request
:sender ally@iop://47.108.97.125:50/ acc
:receiver acc@iop://47.108.97.125:50/ acc
.l anguage SLO
creply-with idl
. protocol fipa-request
:ontol ogy fipa-agent-managenent)
: cont ent
(action acc@iop://47.108.97. 125: 50/ acc
(forward
(request
:sender ally@iop://47.108.97.125: 50/ acc
:receiver ans@iop://agentl and. com 50/ acc
: cont ent
(action ams@ i op://agentl and. com 50/ acc
(regi ster-agent
(:ans-description
(:agent-name ally@iop://47.108.97. 125: 50/ acc)
(:ap-state active))))
:l anguage SLO
creply-with idl
:protocol fipa-request
:ontol ogy fipa-agent- managenent)

))))

The following ACL describes the expected response from the AM S on the remote platform that was
asked to perform the register action, if the action is completed successfully.
(request
:sender anms@ i op://agentl and. com 50/ acc
:receiver acc@iop://agentland. com 50/ acc
: 1 anguage SLO
creply-with idl
. protocol fipa-request
:ontol ogy fipa-agent -nmanagemnment)
:cont ent
(action anms@ i op://agentl and. com 50/ acc
(forward
(inform
:sender ams@ i op://agentl and. com 50/ acc
:receiver ally@iop://47.108.97.125:50/ acc
: cont ent

Page 37



© FIPA (1998) FIPA Spec 13 - 1998
(done
(action ans@i op://agentl and. com 50/ acc
(register-agent
(:anms-description
(:agent-nanme ally@iop://47.108.97.125: 50/ acc)
(:ap-state active)))))
:l anguage SLO
cin-reply-to idl
. protocol fipa-request
:ont ol ogy fipa-agent-managenent)

))))

A remotely registered agent must remain registered on it's Home Agent Platform so that communication
viathe ACC is possible. Future ACL messages will only be routed by the ACC to the agent if the agent is
known on that platform.

9.7 User Initiated Agent Interactions

The scenario isinvoked by the human user (Ally) requesting that their persond agent attempts to
schedule a meeting on 9 February 1999 in the afternoon (between 1200 and 1600) with Bob. Itis
assumed that the human makes the request viaa GUI. The GUI |ocates the agent name for the Personal
Agent who initiated the request by sending the following search request to the plaform's DF. The
encoded search request in the following example indicates that the agent sending the message requires
detalls of the agent which is owned by Ally and has the registered service type of ‘pa (Persond
Assgant). To perform this search it is suggested that only one DF is used.
(request
:sender gui @iop://47.108.97.125:50/acc
:receiver df@iop://47.108.97.125: 50/ acc
: cont ent
(action df @iop://47.108.97.125: 50/ acc
(search
(:df-description
(:ownership ally
(:agent -services
(:service-description
(:service-ontol ogy neet-sched)
(:service-type pa))))
:df-depth Exactly 1)))
: 1 anguage SLO
. protocol fipa-request
:ontol ogy fipa-agent-managenent)

Asthe Persond Agent for Ally has been previoudy registered with the selected DF, the following
response is sent by the DF to the GUI agent:
(inform
:sender df @iop://47.108.97.125: 50/ acc
:receiver gui@iop://47.108.97.125:50/ acc
: cont ent
(result
(:df -description
(:agent-nane ally@iop://47.108.97. 125: 50/ acc)
(:ownership ally)
(:df-state active)
(:agent-services
(:service-description
(:service-type pa)
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(:service-ontol ogy neet-sched))))))
: 1 anguage SLO
:protocol fipa-request
:ontol ogy fipa-agent-managenent)

The actud request to schedule the meeting shown below isthen sent to Ally’s Persona Agent.
(request
:sender gui @iop://47.108.97.125:50/ acc
:receiver ally@iop://47.108.97.125: 50/ acc
: cont ent
(action ally@iop://47.108.97.125:50/ acc
MEETI NG- DETAI LS (: neeting
( PA- MEET (: PA-Meeting
: Location SNT
: Description donuts
:Tinmelnterval s
(:Start Range 19990209T1200- 19990209T1600)
:Duration 60))
cinvitees (bob)))
: 1 anguage SLO
:ont ol ogy neet-sched
. protocol fipa-request
:conversation-id ally )

In this example the Persond Agent for Ally takes the role of co-ordinaing the meeting and the Persond
agent for Bob isarequested participant in that meeting.
9.8 Agent ServicesLocation Interactions

For the co-ordinating agent to contact each of the requested participant agents it mugt firgt find the
gopropriate agent names. Thistask is accomplished by searching the DF for the Persona Agents owned
by each of the requested participants. For example, for Ally’s Persona Agent to locate the Persond
Agent for Bob the following ACL request would be sent to the DF:
(request
:sender ally@iop://47.108.97.125: 50/ acc
:receiver df@iop://47.108.97.125: 50/ acc
: cont ent
(action df@iop://47.108.97.125: 50/ acc
(search
(:df-description
(: ownership bob
(:agent-services
(:service-description
(:service-ontol ogy neet-sched)
(:service-type pa))))
:df-depth Exactly 1)))
: 1 anguage SLO
. protocol fipa-request
:ontol ogy fipa-agent-managenent)

Asthe Persond Agent for Bob has been previoudy registered with the sdected DF, the following
responseis sent by the DF to the Persona Agent named Ally:
(inform
:sender df @iop://47.108.97.125:50/ acc
:receiver ally@iop://47.108.97.125: 50/ acc
: cont ent

Page 30



© FIPA (1998) FIPA Spec 13 - 1998

(result
(:df -description
(:agent-name bob@iop://47.108.97.125: 50/ acc)
(:ownership ally)
(:df-state active)
(:agent-services
(:service-description
(:service-type pa)
(:service-ontol ogy neet-sched))))))
: 1 anguage SLO
. protocol fipa-request
:ontol ogy fipa-agent-managenent)

The actud request to propose atime to schedule the meeting shown below is then sent to Bob's Persona
Agent.
(cfp
:sender ally@iop://47.108.97.125: 50/ acc
:receiver bob@iop://47.108.97.125:50/acc
: cont ent
(action bob@iop://47.108.97.125: 50/ acc
( PA- MEET
(: PA-Meeti ng
:Location SNT
: Description donuts
Priority 1
:Tinmelnterval s
(:Start Range 19990209T1200- 19990209T1600)
:Duration 60)))
reply with ally
:Ianguage SLO
:ont ol ogy neet - sched
: protocol fipa-contract-net
:conversation-id bob)

On receipt this request to schedule the meeting the Persona Agent for Bob must first consult the
gppropriate calender information to obtain each of the free dots for the human user represented. To
access this caender information the appropriate wrapper agent must first be located. Thisis achieved by
searching the DF in asimilar method to locating the Persona Agents of human users. Once the wrapper
agent has been located it must be first requested initidise the service. Thisis achieve by sending the ‘init’
request to the wrapper agent asillustrated below.
(request
:sender bob@iop://47.108.97.125: 50/ acc
:receiver calendar@iop://47.108.97.125: 50/ acc
: cont ent
(action calendar@iop://47.108.97.125: 50/ acc
(init
(:service-description
(:service-nanme Cal endar))
(:agent-nanme bob@iop://47.108.97.125: 50/ acc)
creply-with ally
:l anguage SLO
:ontol ogy fipa-w apper
: protocol fipa-request )
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To acknowledge the wrapper agent's intention to perform the requested ‘init’ action the following ‘agreg
message is sent in reply to Bob's Persond Agent as described below:
(agree
:sender calendar@iop://47.101.112. 248: 50/ acc
:receiver bob@iop://47.108.97.125:50/ acc
: cont ent
(action calendar@iop://47.101.112. 248: 50/ acc
(init
(:service-description
(:service-nanme Cal endar))
(:agent -name bob@iop://47.108.97.125: 50/ acc)))
:l anguage SL2
:conversation-id bob)

Once the wrapper agent has successfully completed the requested “init’ action confirmation of the task
completion is sent to Bob's Persond Agent as described below:
(inform
:sender calendar@iop://47.101.112. 248: 50/ acc
:receiver bob@iop://47.108.97.125:50/ acc
: cont ent
(done
(action calendar@iop://47.101.112. 248: 50/ acc
(init
(:service-description
(:service-nanme Cal endar))
(:agent-nanme bobd@iop://47.108.97.125:50/acc)))
(:service-instance-id cal endar-9090519873600))
:l anguage SL2
:conversation-id bob)

Receipt of the ‘don€ message by Bob's Persond Agent indicatesthat it is now possible for the free dot
information to be accessed. To achieve this Bob's Persond Agent requested that the wrapper agent
invokes a function of the wrapped service (eg. check for free dots). The example ACL message to
achieve thisis shown below:
(request

:sender bob@iop://47.108.97.125: 50/ acc

:receiver calendar@iop://47.108.97.125:50/ acc

. cont ent
(action calendar@iop://47.108.97.125: 50/ acc
(i nvoke

(:service-instance-id cal endar-9090518074800))
(:command query-times (60 1999020971200 19990209T1600)))
creply-with ally
:l anguage SL2
:ontol ogy fipa-wrapper
. protocol fipa-request)

Once more the agent acknowledges its intention to perform the requested action by replying with an
‘agree’ message asillustrated in the following ACL message:
(agree

:sender calendar@iop://47.101.112. 248: 50/ acc

:receiver bob@iop://47.108.97.125:50/ acc

: cont ent
(action calendar@iop://47.108.97.125: 50/ acc

(i nvoke

Page 41



© FIPA (1998) FIPA Spec 13- 1998
(:service-instance-id cal endar-9090518074800))
(:comand query-tinmes (60 1999020971200 19990209T1600)))
cin-reply-to ally
: 1 anguage SL2
:conversation-id bob)

Once the wrapper agent has successfully completed the requested ‘invoke' action confirmation of the task
completion is sent to Bob's Persona Agent as described below:
(inform
:sender calendar@iop://47.101.112. 248: 50/ acc
:receiver bob@iop://47.108.97.125:50/acc
: cont ent
(done
(action calendar@iop://47.101. 112. 248: 50/ acc
(i nvoke
(:service-instance-id cal endar -9090519873600))
(:command query-times (60 1999020971200 19990209T1600)))
( PA- MEET
(: PA-Meeting
:Timel nterval s
(: Start Range 19990209T1200- 19990209T1600))))
-l anguage SL2
:conversation-id bob)

The message sent by the wrapper to Bob's persona agent dso includes details of the times which are free
according to the details maintained in the eectronic calender program. These times can be then used to
propose atime for the meeting in response to the cal from Ally’s Persond Agent. The form on the
proposd sent by Bob's persona agent is shown below:
(propose
:sender bob@iop://47.108.97.125: 50/ acc
:receiver ally@iop://47.108.97.125: 50/ acc
: cont ent
(action bob@iop://47.108.97.125: 50/ acc
( PA- MEET
(: PA- Meeting
: Locati on unknown
: Descri pti on unknown
cPriority 1
:Timelnterval s
(: Start Range 19990209T1200- 19990209T1600)
:Duration 60)))
creply-with bob
:l anguage SLO
:ont ol ogy neet-sched
- protocol fipa-contract-net
:conversation-id ally)

On receipt of this proposd for amesting time Ally’s Persond Agent determinesthat it is happy to accept
the suggested meeting. Ally’s Persond Agent achieves this by replying to Bob's Persona Agent with an
‘accept-proposa’ message as shown in the following example:
(accept-proposal

:sender ally@iop://47.108.97.125: 50/ acc

:receiver bob@iop://47.108.97.125: 50/ acc

: cont ent
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(action bob@iop://47.108.97.125:50/ acc
( PA- MEET
(: PA-Meeting

: Location SNT

: Description donuts

cPriority 1

:Timelnterval s

(:Start Range 19990209T1200-19990209T1600)
:Duration 60)))

creply- W|th ally
:l anguage SLO
:ontol ogy neet -sched
s protocol fipa-contract-net
:conversation-id bob)

Bob's Persond Agent on receipt of the acknowledgement for the proposed meeting requests thet the
meeting details are used to update the € ectronic caender information. Thisisachieved by Bob's
Persona Agent requesting that the wrapper agent invokes the ‘ add-mesting’ service asilludtrated in the
following ACL message:
(request
:sender bob@iop://47.108.97.125: 50/ acc
:receiver calendar@iop://47.101.112. 248: 50/ acc
: cont ent
(action calendar@iop://47.101.112. 248: 50/ acc
(i nvoke
(:service-instance-id cal endar-9090519873600))
(: command add- neeti ng
( PA- MEET
(: PA-Meeting
:Location SNT
: Description donuts
cPriority 1
:Timelnterval s
(:Start Range 19990209T1200- 19990209T1600)
:Duration 60))))
:reply-with bob
:l anguage SL2
:ontol ogy fipa-wapper
. protocol fipa-request)

Aswith the previous interactions with the wrapper agent it repondsto this ‘invoke' request by first
replying with an ‘agreg message to indicate its intention to perform the requested action. Once the action
has been completed the wrapper agent sends a message to confirm that the task has been completed. As
Bob's Persond Agent has finished with the services of the caendar wrapper agent it requested thet the
wrapper closes its connection with the integrated service. Thisis achieved by requesting that the wrapper
agent performsthe ‘close’ action asillustrated in the following ACL message:
(request
:sender bob@iop://47.108.97.125: 50/ acc
:receiver calendar@iop://47.101.112. 248: 50/ acc
: cont ent
(action calendar@iop://47.101.112. 248: 50/ acc
(close
(:service-instance-id cal endar-9090519873600))
(:agent-name un-naned@iop://47.108.97.125:50/ acc))
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:reply-with bob

:l anguage SL2

:ont ol ogy fipa-wapper
. protocol fipa-request)

The wrapper agent acknowledgesiits intention to perform the action by first sending the *agree’ message
as previoudy described in thisexample. Further, once the action has been completed successfully the
wrapper informs Bob's Persond Agent with the following ACL message:
(inform

:sender calendar@iop://47.101.112. 248: 50/ acc

:receiver bob@iop://47.108.97.125:50/ acc

: cont ent
(done
((action calendar@iop://47.101.112. 248: 50/ acc
(cl ose

(:service-instance-id cal endar-9090519873600))
(:agent-nanme bob@iop://47.108.97.125:50/acc))))
(calendar@iop://47.101. 112. 248: 50/ acc))

:l anguage SL2
:conversation-id bob)

Bob's Persona Agent must now respond to the ‘ accept-proposa’ message sent by Ally’s Persona Agent
to acknowledge the completion of the meeting scheduling negotiation. Thisindication is made by Bob's
Persond Agent sending the ACL message which describes that it has performed the meeting scheduling
task as requested.
(inform
:sender bob@iop://47.108.97.125: 50/ acc
:receiver ally@iop://47.108.97.125: 50/ acc
: cont ent
(done
(action ally@iop://47.108.97.125: 50/ acc
ARRANGED- MEETI NG
(:meeting
( PA- MEET (: PA-Meeti ng
:Location SNT
: Description donuts
cPriority 1
:Timelnterval s
(:StartRange 19990209T1200-19990209T1600)
:Duration 60))
:com ng (bob))))
creply-with ally
: 1 anguage SLO
:ont ol ogy neet-sched
. protocol fipa-contract-net)

The interactions between the co-ordinator (Ally) and the other participants as described in the outline for
the sample gpplication would follow the same format as the examples given in this section. The Persond
Agents for each of the other users will use separate instances of the calender program to obtain free dot
information.

9.9 De-regigtration of service agent

At any point in time an agent may decide to remove the service which it has advertised in the DF on a
platform. Thistask can be achieved by requested that the DF performsthe ‘ de-register’ action for the
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agent identified by name. For example, the following ACL message illustrates that Ally’s Persond Agent
no longer wishes to perform the task:
(request
:sender ally@iop://47.108.97.125: 50/ acc
:receiver df @i op://mchine. org: 50: acc
: cont ent
(action df @i op:// machi ne. org: 50: acc
(deregister
(:df-description
(:agent-name ally@iop://47.108.97.125:50/acc))))
: 1 anguage SLO
. protocol fipa-request
:ontol ogy fipa-agent-nmanagenent)

The DF will acknowledge that Persona Agent for Ally has been de-registered successfully by returning
the ‘Done acknowledge message to Ally as shown below.
(inform
:sender df @iop://47.108.97.125: 50/ acc
:receiver ally@iop://47.108.97.125: 50/ acc
: cont ent
(done
(action df@iop://47.108.97.125: 50/ acc
(deregister
(:df-description
(:agent-nanme ally@iop://47.108.97.125:50/acc))))
: 1 anguage SLO
. protocol fipa-request
:ontol ogy fipa-agent-managenent)

Agents can dso select to remove themsalves from the agent platform itself by requesting that the AMS
performs a de-regigter function in aidentica method to de-registering with the DF.
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Annex A

Usage of XML/RDF as content within FIPA97 messages

A.1 Introduction

The eXtensible Markup Language (XML) isaW3C Recommendation [1], which enables the
representation and exchange of structured information on the Web. Asit is a metarlanguage, interested
communities or industry domains can develop new languages or vocabularies by agreeing upon the
definition of aDTD (Document Type Definition). The syntax of XML ingtances is based on the use of
tags and attributes, in away smilar to HTML. Below we will summarise the potentid advantages of
using XML as content language within a FIPA message. Indeed, the Web is definitely a very attractive
‘placeto-be’ for making real business of agent technology today. Then we will give some examples of
XML content. Also RDF is briefly discussed as a potentid content language.

A.2 Benefits of using XML as Content Language

Reusability of de-facto Web standards

Currently avariety of Web vocabularies are emerging on the Web in very different domains such as
e-commerce, finance, software deployment, telecommunications, mathematics, chemistry, pharmaceutics
and medicad sciences. One expects that the lit of available DTDswill continue to grow in the next few
years and result in de-facto standards for expressing and exchanging information on the Web.

Syntax validation

Syntax vdidation of the content is possible, when an XML DTD has been defined. However, XML does
not require that DTDs are defined in al cases. In the laiter case, only the well formedness of the content
can be checked.

Presentation in Web pages

XML can be combined with XSL stylesheetsin order to create human readable representations of
messages and their content and present them in Web pages. This may be useful when end-userswould
like to check for example the content of the messages being exchanged (possibly stored in some log file).
The mgor browsers Internet Explorer and Netscape have announced native XML support in their next
releases.

XML tool support

A wide variety of XML supporting tools areedy exist both in the public domain asin the commercia
world. Examples of such tools include parsers, browsers, editors, trandators, or database engines. The
magjor browsers dso provide standardized APIsto manipulate or query the XML content.

XML Linking

Two related specifications XLink & Xpointer may be used to specify links between parts of the content.
Thismay be useful to identify parts of the content and refer in subsequent messages to those parts without
induding them again.
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A.3 A simple example of XML content

As an example we will consder an gpplication for ordering videos. Further we assume the existence of a
very smple DTD for these purposes as shown below:
<! DOCTYPE econmmerce SYSTEM
“http://ww. al catel . be/xm /dtds/ ecommerce. dtd” >
<! ELEMENT ecommerce (order|request|offer)>
<! ELEMENT (order|request|offer) (video)+>
<! ELEMENT video (title, actors, |anguages)+>
<! ATTLI ST video tape (‘VHS |’ BetaCam |‘ SuperVHS ) *‘VHS >
<! ELEMENT actors (actor)+>
<I ELEMENT (actor|title) (#PCDATA)>
<! ELEMENT | anguages EMPTY>
<I ATTLI ST | anguages dubbed NAME #| MPLI ED
subtitled NAVE #| MPLI ED >
Based on the above DTD, an example of a FIPA message, expressing arequest to order a particular
movie may look asfollows:
request
: sender lisa@i op://ww. geocities.confacc
:receiver vshop@iop://ww.starpictures.confacc
:language XM
:ontology http://ww.al catel.be/xm /dtds/ecomerce. dtd
:content "
<?xm version="1.0">
<ecommer ce>
<or der >
<vi deo tape=' VHS >
<title>Titanic</title>
<act or s><act or >Di capri o</ act or ></ act or s>
<l anguages dubbed='french’ >
</vi deo>

</ order>
</ ecommrer ce>"

A.4 Potential issues when using XML as content language

When using XML as content language, one should redlize that XML dement types defined inaDTD do
not imply any semantics. Instead semantics are pecified separatedly from the DTD. So, XML hasno
built-in support for representation of statements/propositions, actions, etc. as required for content
languages in the FIPA97 specification. Therefore, the DTD designer should document how the different
element types can be mapped to these concepts.

When one wants to reuse an existing DTD available on the Web, one needs first a good undergtanding of
the semantics of the eements as described by its documentation. One should try to define a useful
mgpping into the concepts. If this mapping is difficult, a solution may be to create awrgpper DTD, and
then embed in the wrapper content, instances of the existing DTD (prefixed with the namespace).

Most of the DTDs, which currently exist on the Web, are information-oriented. If thisleve of detail is not
sufficient, one can consider combining those DTDswith XML DTDs cgpable of representing knowledge,
such as RDF [2], OML [4], CKML [5]. In the next section, an example of the usage of RDF will be given.

A5 Using RDF as content language

RDF defines a mechanism for describing (web) resources (meta-data), to enable * automated” processng
of these resources. It providesamode for representing metadata, but also proposes XML as seridization
syntax for thismodel. Using RDF Schema [3] a meta-modd of the RDF data modd can be defined (dso
using XML syntax). As RDF dlows a description of a conceptua modd, it isin this respect better suited
to be used as content language in a FIPA context. However, users should be aware that RDF Schemas
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might be smpler than full predicate calculus languages such as KIF or Cycl. The following message
illustrates how acdl for proposals for the service request action can be expressed, using RDF as content
language. The example assumes that RDF Schemas are available for the ontologies st p (Service
Transaction Protocol), dvpn (Dynamic VPN) and uni t s ontologies, as Specified by the XML
namespaces.
CFP
: sender pca_l@ i op://ww. geocities.com acc
:receiver spa_l@iop://ww.operator.com acc
:language RDF
:ontology http://ww.al catel.be/schemas/stp
: cont ent

<Description id="service-req”
xm ns="http://ww. al cat el . be/ schenas/ st p”

xm ns="http://ww.nist.gov/units”>

<stp:serviceType>dvpn</stp:serviceType>
<st p:val i d>19981028T08: 59: 59+01</ st p: val i d>
<stp:price>

<rdf:val ue>20</ rdf: val ue>

<units:curr>USD</units:curr>
</stp:price>
<stp:starttime>19981028T11: 59: 59+01</startti ne>
<stp:duration>

<rdf:val ue>300</rdf: val ue>

<uni ts: dur>s</units:dur>
</ stp:duration>
<stp:serviceDetail s>

<Descri ption id="dvpn_300"

xm ns="http://ww. al cat el . be/ schemas/ dvpn”>

<dvpn: users>
<r df : Bag>
<rdf:li>pca_1</rdf:li>
<rdf:li>pca 2</rdf:li>
</ rdf: Bag>
</ dvpn:users>
<dvpn: QoS>hi gh</ dvpn: QoS>
</ Descri ption>
</ stp:serviceDetail s>

</ Descri ption>"
The ontology specified in the message will only refer to the ‘top’ ontology stp, which may be encoded as
an RDF schema.

A.6 References

(1]
(2]
(3]
(4]
(5]

Extensble Markup Language (XML), W3C Recommendation, February 1998, ortline at
http:/Aww.w3.0rg/TR/1998/REC-xml-19980210

Resource Description Framework (RDF), DataModd and Syntax, W3C Working Draft, October
1998, orHine at http://Amww.w3.org/ TR/WD-rdf -syntax

RDF Schema (RDF), W3C Working Draft, August 1998, on-line at http://mww.w3.org/ TR/WD-rdf -
schema

Ontology Markup Language, R. Kent, ontline at

http://asmov.eecswsu.edw/WAV E/OntologiesOML/OML-DTD.html

Conceptud Knowledge Markup Language, R. Kent, on-lineat
http://asimov.eecswsu.edwW/ WAV E/Ontologie CKML/CKML-DTD.html
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Annex B

FIPA97 Frequently Asked Questions

For on-line verson see http://www.fipa.org/

B.1 Message Transport
Does FIPA97 mean that the only communications protocol | can use between agents is IIOP?

No. Firstly there are two types of message transport, the internal message transport which delivers
messages between agents on the same platform (intra-platform communications) and the inter-platform
message transport, which delivers message between agents on different platforms. Y ou must support 110P
for inter-platform message trangport. In addition, the inter-platform message transport can support any
number of protocols and agents can communicete using any of these protocols as long as they both agree
on this pratocol. The choice of [10OP for intra-platform communicationsis an implementation choice, left

to the developer.
Does FIPA97 mean that | have to interact with [IOP?

No. There are anumber of CORBA 2 implementations available which support 11OP. If you use one of
these then 11OP is hidden from you. Some versions of CORBA 2 are free (but check the licensing

conditions), others are commercid products.
Do I need CORBA?

No. It is possible to implement 11OP without CORBA. It is beyond the scope of FIPA 97 to say how this

could be achieved.
Do | have to distribute the IOR of my object platform in some way?

No. Current work in the OMG addresses thisissue. It is envisaged that in the future many CORBA 2
implementations will allow an IOR to be constructed from other information e.g. a URL. Other agent
platforms can use this fegture to contact your platform aslong as your URL isknown.

Further, the cal for FIPA99 technol ogies addresses the need for an agent naming service.

B.2 ACL
What is the relationship between ACL, Content Language and Ontology?

Terms from an Ontology can be combined within asuitable content language in arder to congtruct
sentences, which are meaningful in the application domain. These content sentences are contained within
ACL.

Is SL the only content language | can use?

No. Although FIPA97 mandates the use of SL for certain normative operations, the application deve oper
is free to use any suitable content language (e.g. KIF).

B.3 Platform Agents
Are the AMS, DF, ACC capability sets or agents?

The functions and services provided by the AMS, DF and ACC can be trested as capability sets essentid
for the functioning of a platform. However the functions of the three are digtinct and they are treated as
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logicaly separate agents by al other FIPA agents. Thisrequires that the AMS, DF and ACC in any

platform implementation must be accessble through separate interfaces.

Since FIPA does not mandate the details of a platform implementation the three agents may be

implemented in any way including as asingle process). However from the outside the capabilities need to

retain their separation, this as a minimum requires each having a separate GUID.

NB: There has been discussion in FIPA’98 relating to the agent status of the ACC.

FIPA97 says an AMS should register with at least the default DF of an AP. How should it do this
and which services should be registered if any?

It registers using the Agent Management action register defined on the DF. It must register at least the
savice ‘fipa-df’ . An example of such regidration is given below:
(request
:sender ans@iop://fipa.org:50/acc
:receiver a-df@iop://fipa.org:50/acc
: cont ent
(action a-df @iop://fipa.org:50/acc
(register
(:df-description
(:agent-name ams@iop://fipa.org: 50/ acc)
(:agent-services
(:service-description
(:service-type fipa-amns)
(:service-ontol ogy fipa-agent-nmanagenment)
(:service-nane ans)
))
sinteraction-protocols (fipa-request))
:ontol ogy fipa-agent-nmnagenment)
:address iiop://fipa.org/acc)
:ownership fipa.org)
:df-state active))))
: 1 anguage SLI
:protocol fipa-request
:ontol ogy fipa-agent-mnagenent)

NN AN NN

What would the reply to an authenticaterequest look like? Both a positive and negative result?

A positive reply ingtructs the requesting agent that the authenticate action was done. For example, take
the following request for authentication :
(request
:sender an-agent@iop://fipa.org: 50/ acc
:receiver anms-agent@iop://fipa.org:50/acc
: cont ent
(action ans-agent@iop://fipa.org: 50/ acc
(aut henticate
(:anms-description
(: agent - nane
an-agent- nane@ i op://fipa.org: 50/ acc)
(:agent -encrypted-signature a-sig)))
;1 anguage SLO
:ont ol ogy fipa-agent-mnagenent
. protocol fipa-request)

A positivereply to this request is as follows:

(inform
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:sender ams-agent@iop://fipa.org:50/acc
:receiver an_agent@iop://fipa.org: 50/ acc
:ontol ogy fipa-agent -managenent
: 1 anguage SLO
. protocol fipa-request
: cont ent
(done
(action anms-agent@iop://fipa.org:50/acc
(aut henticate
(:anms-description
(:agent-nane
an-agent -nanme@ i op://fipa.org: 50/ acc)
(:agent-encrypted-signature a-sig))))

(Example below requires FIPA98 extension specification)
A negative reply ingructs the requesting agent that the AM S refused to perform the authenticate action.

(refuse
:sender ans-agent@iop://fipa.org:50/acc
:receiver an_agent@iop://fipa.org: 50/ acc
:ontol ogy fipa-agent -nmanagenent
: 1 anguage SLO
. protocol fipa-request
: cont ent
(refuse reject-authenticate
(action ans-agent @i op://fipa.org: 50/ acc
(authenticate
(:anms-description
(:agent-nane
an- agent -nane@ i op://fipa.org: 50/ acc)
(:agent-encrypted-signature a-sig))))
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Annex C

Analysis of the use of IIOP within the FIPA97 specification.

D.O Sullivan, J. Cooley, D. Kerr, R. Evans, C. Treanor, A. Conlon and H. Reynolds,
Broadcom Eireann Research.

{ do,jco,dk,re,ct,aco,hr@broadcom.ie}

P. Buckle and R. Hadingham,
Nortel

{ pbuckle, r.g.hadingham@norte .co.uk}

Abstract

In this paper we summarise the requirements which FIPA97 has made upon compliant agent platforms
with respect to message transport. FIPA97 has mandated that all compliant platforms support at | east the
Internet Inter-ORB Protocol (I110OP) as a baseline message transport between agent platforms. We
introduce a quick summary of the I1OP protocol. Some general suggestions for achieving FIPA
compliance through the use of various technologies are outlined. The issue of asynchronous
communicationisintroduced along with a general indication of how asynchronous communication can
be realised within the scope of FIPA97. The capabilities of 110OP with respect to data type transmission
are discussed. Theissues of platform addressing and |OR distribution are also addressed. We conclu de
that the choice of 110P asFIPAsbaselineinteroperability protocol does not appear to place unnecessary
restrictions upon users of the FIPA97 specification and furthermore as [1OP is a well defined and
commonly accepted protocol it provides a strong foundation for enabling agent interoperability. For
completeness we include in the Appendices lists of some CORBA/I10P tools which might be exploited in
order to address FIPAs [1OP requirements.

C.1 Introduction

FIPA97 gates that in order to be FIPA compliant an agent platform must minimaly support 11OF[1]. The
purpose of this requirement is to enable interoperability between agent platforms. Assuch no

requirements are placed upon the communications capabilities of agents themsalves or how messages are
delivered between agents resident on the same agent platform, rather it meansthat dl FIPA compliant
agents resident on an agent platform have access to an Agent Communication Channel (ACC) with 11OP
cgpabilities on that platform through which communication with FIPA compliant agents registered on

other agent platforms is enabled. The minimum requirement for compliance therefore is that every FIPA
compliant platform provides an ACC which supports the [1OP protocal, in other words, if an ACC does
not support 11OP then that agent platform is not FIPA compliant. Any ACC can of course support many
different communication protocols, and communication between FIPA agents registered on different

agent platforms can occur over any of these protocols when available on both platforms, however 110OP
must aways be available. Therefore, thereis dways at least one well-known method of communication
available between dl FIPA compliant platforms.

Although the minimum requirement for complianceisthat the platforms ACC support 11OP, the use of
optiona FIPA services places extra requirements on communications cgpabilities. In the case where an
agent regigters dynamicaly with another agent platform (platforms may optionaly support dynamic
registration) it will require I110P capabilities in order to guarantee that it can communicate with agents
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registered on that platform. (As the agent no longer communicates with its ‘home’ ACC using its default
Interna Platform Message Transport (IPMT) it must rely on the services of the ACC on its new platform,
this ACC is not guaranteed to support the IPMT of the agents ‘home platform but is guaranteed to
support 1HOP).

To summarise, dl FIPA compliant ACCs must support communication over the [1OP protocol and there
may aso be situations where individua agents must support [10OP.

The motivation for choosing IIOP isthat it is an internationd interworking standard, the basis for this
interworking isthe Interoperable Object Reference (IOR), if one can abtain an agent's or an agent
platform’s IOR then one can guarantee communication with that agent/platform. Issues affecting the
digribution of IORs are described in Section 6.

C.2 The llOP protocol

I10P is a communications protocol based on the Object Management Groups (OMGs) Common Object
Request Broker Architecture (CORBA) specification. 110P was developed in order to enable
interoperability between Object Request Brokers (ORBs) from different vendors. The [|OP specification
consgis of a data representation known as Common Data Representation (CDR) and a et of seven
message formatsin verson 1.0 extended to eight in version 1.1 required for redising method invocations
over anetwork of distributed objects. In actua fact CDR and the message types comprise a protocol
known as the Generd Inter-Orb Protocol (GIOP), it is when the GIOP isimplemented over TCP/IP
(GIOP itsdf istransport independent) that it becomes 110P.

Objects communicate using 11OP through the use of IORs. An IOR can be used by one object to contact
and invoke methods on another object over 110P, the IOR redly tellsthe caling object the hog, port and
Object key of the object it wants to invoke. IORs can be published in any number of ways e.g. through
emalls, web pages, eic asatext string “10R:” followed by the hex notation of the IOR bodly.

Although 110P has been developed upon the CORBA specification and isided for communication
between digtributed objects, one does not even need to use an object oriented environment to exploit

I10OP. One could for example manufacture an 10R through some artificial means which referenced a
particular host and port but a completely fictiond object, and by listening on the gppropriate socket
intercept al invocations on the fictiond object and redirect them to a C function or suchlike. This
highlights the fact that [1OP is just a communications protocol. There is more information on how one
would use I10P to support the FIPA requirementsin the following section.

C.3 Supporting the FIPA97 Communication Requirements

There are a number of ways in which a FIPA agent platform developer can address the FIPA
requirements for the support of 110P communication. These range from direct interaction with 11OP at the
protocol leve to the use of CORBA support where dl interaction with the [10OP protocal is hidden from
the developer. Some of these methods are treated below, however it must be noted thet the following are
very genera suggestions on how the FIPA requirements could be addressed and should not be taken as
methodologies for attaining FIPA compliance.

C.3.1 Use of aCORBA implementation.

By far the eesiest way to support the FIPA97 communication requirementsis to employ the services of a
CORBA implementation. There are many commercid and freely available CORBA implementations
which support the I1OP protocol (see Appendices A and B for details). The use of a CORBA
implementation completely hides the [IOP protocol from the devel oper who insteed dedls with interface
objects. Asthe FIPA interface is very ample thisin fact means the manipulation of one interface object.
A rough methodology for achieving compliance through the use of a CORBA isasfollows:

(1) Createthe following IDL interface (from Annex A, FIPA97 Part 1):
interface FIPA Agent 97 {

oneway void nmessage (in string acl_nessage);
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(2) Useyour CORBA implementations IDL compiler to compile the interface to your desired target
I

3 aLEifg?/our desred target language develop the FIPA_Agent_97 server in the manner specified by
your CORBA implementation. Thisis a sraightforward task which will generdly involve creating
an object of class FIPA_Agent 97 and subsequently creeting an Interoperable Object Reference
(IOR) for this object. This IOR will be used by other FIPA compliant agent platforms to contact your
ACC (see section 6 for further discussion on this matter).

(4) Whenever another agent platform contacts your ACC the method message will be executed within
your FIPA_Agent_97 server object. It is up to the plaiform developer to handle the incoming
message which will be found in the parameter *acl_message’ .

(5) In order to send messages to ACCs resident on other agent platforms you must first obtain the IOR
for the platform you wish to contact. Convert this IOR to an object reference of type FIPA_Agent 97
in the manner defined by your CORBA implementation. Invoke the method ‘ message’ upon this
object usng as the parameter the message you want to send. Y our message will be ddivered to the
other ACC.

* Your CORBA implementation will dmost certainly require some switches to be set in order thet 110P
be used as the communications mechanism.
C.3.2 IIOP Engines/Parsers

Although the easiest way to support the FIPA communications requirements gppears to be through the use
of CORBA this method may not dways be desrable, especidly if the agent platform itsdlf is not built
upon CORBA, in which case one is employing the services of a CORBA ORB just to support one
interface. In such acase it may be more desirable to employ the services of an [10P engine (see Appendix

C for details). An [1OP engine is generdly alibrary which provides alow level API for sending and
receiving |1OP messages while gtill hiding most of the details of the 11OP protocol from the programmer.
The 1IOP engine should provide the ahility to accept and decode incoming 110P messages on a particular
port, to extract the headers & bodies of these messages and convert the message bodies from CDR to
native types. It should dso provide the ability to package netive typesinto a CDR representation, insert
this CDR representation into an |10P message body and send this message to a specified receiver. Using
thistype of functiondity the FIPA97 requirements on Agent Communication can be addressed in the
following manner. In order to process incoming agent messages to the ACC one listens for certain 11OP
messages and (sometimes) replies with the gppropriate IOP replies. In order to send agent messages from
an ACC one sends out certain I10P messages and listens for the appropriate replies. The [1OP messages
required for sending and receiving agent messages through an ACC are discussed in a generd manner
below as are some very rough rules for how they should be handled.

C.3.21 Processing Incoming Messages from ACCs

In this scenario the ACC islistening for certain 110P messages, we are assuming that a connection has

aready been opened. As soon as an [10OP message arrives the headers are stripped off and the 11OP

message type is established. The following 11OP message types should be handled :

Request : Another ACC may be trying to send a message to your ACC. Extract and examine the
Request header, in specific examinethe obj ect _key and oper at i on fidds If theobj ect _key
is‘acc (or rather your agent name- see Section 6) and theoper at i on is‘message’ then another agent
isindeed trying to deliver amessage to you. Extract this message from the Request body (it isthe only
parameter) and passit to whichever function you use to handle incoming ACL messages.

Cancel Request : Another ACC istdling you that it wants you to cancel a previous (or current if
fragmentation is taken into account) request. Extract ther equest _i d from the message header and

cancel the gppropriate operation if possible.

Locat eRequest : Another ACC isasking you if you support a particular object i.e. ‘acc’. Extract and
examinethe Locat eRequest header in specificther equest _i dand obj ect _key fidds. If the
obj ect _key is‘ac thenreply withalLocat eRepl y whose header containsthe r equest _i d fidd
fromtheLocat eRequest andal ocat e_st at us of OBJECT_HERE. If theLocat eRequest
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wasfor another obj ect _key then you can send an UNKNOWN_OBJECT inthel ocat e_st at us

fidd.
C.3.2.2 Sending aMessageto another ACC

In this scenario you wish to send a request to another ACC asif you were a CORBA client of that ACC.
In order to do this you will have to congtruct certain 110P messages and send themto the other ACC. The
basic [10P message type you will useisRequest , however you could dwaysusealocat eRequest
aswdl as shown above to check that the ACC redlly exists where you think it does. Before sending the
Request messageyou will first have to open a TCP/IP connection to the other ACC. Your [10OP engine
can do thisfor you. You then need to creste aRequest message containing inits body the messageyou
wish to send (use your 110OP engine AP to convert this to CDR). Send this message to the other ACC.
C.3.3 Direct Use of the IIOP protocol

If adeveloper does not wish to employ the services of a CORBA implementation or 11OP engine then
they can of course interact with the 11OP protocol directly at the socket level. The basic approach will be
smilar to that outlined in Section 3.2, however thiswill have to be redlised without the support provided

by an 110OP engine for connection management, message header and body extraction/congtruction and the
ability to convert to/from CDR. The 110P specification is fredy available at www.omg.org.

C.4 1IOP and Synchronous/Asynchronous Communication

The 110OP protocol specifies how requests for particular method calls and the associated deta
representation for parameters to these method calls can be transmitted over TCP/IP. Asynchronous
communication can be enabled at the agent level by appropriate use of 11OP at the trangport level. At the
most basic level anything written on a TCP/IP socket at one end will have to be read at the other end. The
program/process/thread which writes or reads such a socket can be blocking or non-blocking, more
specificdly the implementation itsdf decides how much dataiit will reed or write before doing something
dse

Thereis an obvious requirement for FIPA to support asynchronous agent communication (in fact the use
of awell desgned ACC isthe first step towards implementing asynchronous communication at the agent
levd). If an agent A sends amessage to agent B it is generdly unacceptable for agent A to be blocked
while agent B processes the message. The IDL interface defined in FIPA97 Spec 1 indicates by use of the
‘'oneway’ keyword that the 'message’ method will not block the invoking agent (the sender) whilst the
receiving agent processes the method [1]. Thisis achieved, as the implementation does not require that
the method return any vaue. In fact no cal back is expected, so the cdling processis able to continue
execution. At the agent levd it is expected thet the receiving agent will respond with a further ACL
message.

Use of a'oneway' method explains how blocking on the sending sSde is avoided. However, to avoid
blocking on the receiver side a mechanism to ensure that the agent is not forced to process the message as
soon asit is recaived is required. As processing the message may necessitate communication with other
agents this processing may take a substantia amount of time (indeed this processing may involve sending
amessage to the origina sender in which case deadlock may occur). Figure 1 below illustrates two
dternative implementations of the 'message’ method. In example 1 the message received is added to a
message queue with no further processing, the method ‘message’ then terminates. This example requires
the use of a scheduling or threading mode so that the subsequent processing of messages from the
message queue does not adversaly affect the message delivery mechanism. With the use of a message
(ueue areceaiving agent can determine itsalf when to process messages. |n contradt to this, example 2
illustrates an implementation where the message is processed when the ‘'message’ method is invoked. In
this implementation, the agent is forced to process the message that could impact its ability to receive
messages from other agents. Although FIPA97 does not Sate explicitly that asynchronous communicetion
ismandated it is highly desirable that FIPA97 compliant platforms implement a store and forward
mechanism at least within the platforms ACC.
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Examplel

/1 C++ inplenmentation of FIPA Agent 97 Interface
voi d FI PA Agent 97 i :: nmessage (char * acl _nessage) {

/1 add the nessage to the nessage queue : note that this is a sinple
operation which does not involve processing the nessage and shoul d
conmpl ete quickly
add_nmessage_t o_q(acl _nessage);

}

Example 2

/1 C++ inplenmentation of FIPA Agent 97 Interface

void FI PA Agent 97 i :: nmessage (char * acl _nessage) {

/'l process the nessage : note that this operation may take some
/Il time
process_nessage(acl nessage);

}

Figure1: Example of blocking ver sus non-blocking behaviour inan ACC

Another interesting facet of agent communication is the transmisson of very large messages. As with
asynchronous/synchronous communication the Stuation where a communications medium is
monopolised due to the transmission of avery large message is a consequence of theuse of the
communications medium as opposed to a consequence of the medium itself. Take for example the
FIPA_Agent_97 interface. If agent A triesto push a 10MB message through this interface then the
interface will be blocked for a considerable period of time while the transfer completes. Thisis not
desirable especidly if the receiver isan ACC. The only solution to thistype of problem isthat large
messages are segmented and tranamitted as smdler packets and reconsiructed upon arrivd, it should be
noted that GIOP 1.1 can support this through the use of theFr agment message type (which dlows large
requests to be transmitted over a series of 110P messages). At any rate, its seemslogica that such
messages be handled through the use of a streaming service.

CS5 IlIOP and Data Representation

FIPA97 messages are trangamitted in textual form regardless of the native data types contained within
these messages. It is not efficient to convert native data types to text for transmisson and to reconvert
back to native data types upon arriva, indeed FIPA97 Part 2 acknowledges thisfact [2] however thisisa
consequence of having an open and minima form of agent communication. FIPA may in the future define
dternative trangport syntaxes which will address the needs of high performance sysemg2]. In such a
cae it may be desirable that the transmisson medium support the ahility to describe native data types
without the need for externd reference descriptions, in other words that the medium support the ddivery
of sdf describing data types.

In order to decode an 11OP request or reply the decoder requires access to the IDL definition of the
interface from which the request/reply was derived or aocess to an implementation repogtory containing
the definition of thisinterface.

However IDL, CORBA and hence 110OP support the concept of an ‘any’, that isan IDL type which can be
any type (incdluding congtructed types), decided dynamicdly a execution time. The receiver of an ‘any’
determinesits type by examining a‘typetag’ transmitted with the ‘any’. As expected, the ‘typetags of
‘any’s are transmitted with them over [10P. Therefore, whereas dl interfaces require an Interface
Definition, parameters to such an interface can be of the dynamic type ‘any’. It istrivid to define another
well known interface smilar to FIPA_Agent 97 (thisisawel known interface, just aout anybody who
isinterested hasits IDL) which takes an ‘any’ parameter instead of a‘ string’, thisinterface can then be
used to send ‘typed’ messages without the need for any additiond IDL at the recaiving end.

110OP therefore can support the ddivery of sdlf describing data, however it is worth making an obsarvation
on the useof thisfeature. The use of ‘any’ within CORBA has long been noted as very inefficient,
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presumably because of the overhead of tranamitting the data description aong with the data. In fact, this
isthe type of data transmission that the OMG has been trying to move away from through the use of IDL
interfaces available at both client and server Sdes. It seems to make more sense from an efficiency
standpoint to have amessage ‘ schema available at both client and server sdes than to transmit this
schemaaong with the message itsdlf. Thisis not to say that two agents need to get hold of such a
‘schema or IDL Interface a priori, thisinterface could be exchanged as part of atext ‘FIPA_Agent 97
message a any point during an agent didogue. Of coursg, if the ‘schema or interface changes often
during adiadogue, then maybe it is more efficient to transmit the ‘schema dong with each message, in
this case one can use the *any’ solution. In summary, wheress it is possible to transmit sdf describing
messages over 110P, the use of such techniquesis not aways desirable.

C.6 Platform Addressing and IORs

A key condderation in enabling the FIPA97 mechanism for inter agent communication is the digtribution
of IORs s0 that agents can invoke the ‘message’ method previoudy described on remote platform ACCs.
As mentioned previoudy such I0ORs are often distributed through email, WWW pages, NFSfile systems
etc, unfortunately such a digtribution mechanism is not suitable for FIPA agents because of the attendant
overheads and its inherent lack of scaability. Another possibility is through the use of the CORBA
naming service, specified by the OMG for exactly this kind of purpose and now available through many
CORBA vendors. Ultimately, we believe a standard mechanism will be available for resolving URLs to
IHOPIORs.
How then in the meantime can |ORs be digtributed? One possible gpproach is as follows. IORs are
dready implicitly distributed through the FIPA agent naming convention. If one examines the FIPA
address of an ACC onewill noteit is of the following form :

iiop://somewher e.com:50/acc
This addressis sufficient to congtruct an agent IOR (there is adight complication with object keys which
will be explained below). The main components of an IOR are the Hostname (‘' somewhere.com’), a port
number on which the server isligtening (‘50') and an Object Key (‘acc’). These can be combined to form
an |OR which can be used as explained in Section 3 to invoke the ‘message’ method on the necessary
ACC.
As mentioned above, using this method of obtaining an 10R leads to adight complication with the Object
Key. This occurs because Object Keys are proprietary and are congtructed by various ORB vendorsin a
proprietary manner, each object key will probably be a combination of Interface name and some sort of
Marker or Server name; however, these names can be mangled according to vendor policy. To understand
the ramifications of this let us examine the server side (the difficulties occur only at the server side)
implementations of ACCsimplemented using the methods outlined in Section 3.
If the ACC has been implemented through the use of an 110P engine (Section 3.2), or through direct
interaction with the 110P protocol (Section 3.3) then thereis no problem. Thisis because the server will
be decoding 11OP requests for an object with the object key which has been digtributed in its address e.g.
‘acc’, it merdly has to recognise this object key and pass the request on to the required method/function to
be handled, in short the server does not care what the object key is aslong as it knows in advance what it
should be, ‘acc’ isas good an object key as anything se.
Thisisnot the case if oneisusing a ORB implementation (Section 3.1). In this Stuation it is not user
defined code which is decoding the requests and passing them on the appropriate objectsmethods, rather
it isthe ORB which isdoing this, and the ORB is subject to the proprietary Object Key mangling policy
of the Vendor. Therefore, if one creates an interface object of Marker (or Server) name ‘acc’, within an
ORBspace thereis no reason to believe that its Object Key isgoing to be ‘acc’, in fact it is unlikdy to be
0. How therefore can one trap requests for Object Key ‘acc’ and forward them to the required Interface
Ohbject using an ORB implementation. This can be done by inserting some user defined code at the
‘servant’ leve, that isthe level in CORBA which accepts object invocations and forwards them on. In
generd thiswill have to be done in a proprietary method for each ORB implementation, luckily it is not
difficult, for example using ORBIX one would use the Object Loader to cregte the required object once
an Object Fault is generated. Furthermore, the OMGs new CORBA specification defines a portable
method of doing this through the POA (Portable Object Adapter)[3].
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The Object Key interoperability issueis aso currently atopic being addressed by the OMG. At thetime
of writing severa proposds have been put forward to the OMG in response to their RFC about an
extended Name Service [4]. The extensons include a solution to the issue of generating alOR for a
remote object (i.e. the ACC of aremote platform), and aso a URL -like naming convention, whichin
most of the proposdsis very smilar (if not identical) to the FIPA iiop://host:port/path format. All of these
proposds suggest a modification to the implementation of ORBs 0 thet an extended initia call can be
made to return the reference to a number of services without having to know any references to sart with.
The implementation of the solution will be handled by the ORB and is therefore, not something that
implementers of the FIPA platform must address themsalves. The extensons will mogt likely make use of
a‘'gpecid’ reserved reference thet is dways available. More information is available in the individud

proposals [5][6][7].
C.7 Conclusions

We do not think that FIPA's choice of [10P as its baseline communications protocol placesany
unnecessary regtrictions on agent or agent platform developers and the protocol seems adequate for
supporting the requirements of Agent Communication.

When congdering a protocol to support interoperability between FIPA platforms it isimportant to
consder the use of certified, off-the-shelf components. By doing this we avoid having to dlocate time to
design, develop, test and release our own protocol stacks. The users of the FIPA specification will require
commercidly available, supported networking libraries and are unlikely to support acompletely new
design and implementation cycle as such products dready exig.

The 11OP gandard has been endorsed and is being used as an interoperability protocol inindudry. This
standardwas agreed at by apool of networking experts who have interoperability goals somewhat smilar
to FIPAs. By adopting [10P, FIPA has built on thiswork and can concentrate on redl problems of
industry slandards for the commercia deployment of agents.
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C.9 Appendix A : Freely Available CORBA Implementations

DynaORB http://nexus.carl eton.cal~frederic/dynaorb/index.htm
Fnorb http://www.dstc.edu.au/Fnorb/

I nter-Language Unification (ILU) ftp:/ftp.parc.xerox.com/pubilw/ilu.html

JacORB http://mww.inf.fu-berlin.de/~brose/jacorb/

Jorba http://Aww jorba-castle.net.au/

MICO http://diamant-atm.vsb.cs.uni-frankfurt.de/~mico/
OmniORB2 http://mww.orl .co.uk/omniorb/omniorb.html

Robin http://mww-b0.fnal .gov:8000/ROBIN/

TAO http://Amww.cs.wustl.edw/~schmidt/tao.html
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C.10 Appendix B : Commercial CORBA Implementations

Commercial ORBS

Bionic Buffalo http://www.tatanka.com/orbl.htm

DAIS http:/Avwww.iclsoft.com/shs/daismenu

GemORB http:/Amww.gemstone.com/products/s'gemorb.html
ObjectBus http:/Aww.ob.tibco.com/

ObjectDirector http:/Amww.hal .com/OD/

ORBexpress http:/AMww.ois.com/productsitems/orbexpress adahtm
ORBacus http:/Awww.ooc.com/ob.html

SORBET http:/AMmww.sni.de/public/sni.ntm

Universal Network Architecture Services(UNAYS) http://www.trw.com/unas
Voyager http://mww.objectspace.com/voyager/

Commercial ORBs with free evaluation periods

COOL ORB http:/Awww.sun.com/chorusos/ds-chorusorb.html

CorbaPlus http:/Mmww.expersoft.com/products CORBA plus/corbaplus.htm
OAK http:/Amnww. paragon/-software.comvproducts/oak/index.html
Orbix http:/AMww.iona.com/products/orbix/index.html

OrbixWeb

Orbix Wonderwall

Power Broker CORBAplus http://Amww.expersoft.com/Products CORBA C/corbac.htm
VisiBroker http://ww.inprise.comdisbroker/

C.11 Appendix C: IIOP Engines & Tools

IIOP Engines.

IONA’s Orbix I10OP Engine
http://ww. i ona. conf products/orbix/iiopengine/index.htm
SunSoft’s11OP Protocol Engine

http://hobbes.informati k. rwth-aachen. de/ docs/ CORBA/t u-w en/ sw-
iiop.htnl #l 1 OPPA

IIOP Tools.

I1OP Parser.

Http://www.cai p.rutgers.edu/~francw/Work/l OP.html

I1OP Decoder.

http://s esta.cswustl.edu/~schmidt/ACE_wrappers/build/SunOS5.5/TA O/tao/decode.cpp
I1OP Encoder.

http://s esta.cswustl .edu/~schmidt/ACE_wrappers/build/SunOSbh.5/TA O/tao/encode.cpp
[1OP Analyser.

http://mww-usru.broadcom.iefiiopdump/
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Annex D

Case Study

Informative Case Study on a potentid method for achieving brokerage functions within the FIPA97
specification.
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E-mail: {yuji,iciki,tmohri,wada}@flab.fujitsu.co.jp
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D.1 Introduction

Intdligent brokerage is an important functiondity for FIPA agent environments to share information
resources in highly digtributed and dynamic environment such asthe Internet. In multi-agent
environment, a matchmaker facilitates coordination between agents by various communication services.

In this document, we shall introduce a matchmaker agent and show how four basic ways of brokerage,
subscribing, recommending, brokering, and recruiting, introduced in [1] can be redized by a matchmaker
with FIPA agent environments. These brokerage ways are well known as basic ways of brokerage within
multiple agents and is aso useful even for software brokerage through wrapper agents. By defining
matchmaker’ s severa actions, FIPA agent community can have these brokerage ways, not only based on
current information, but also being able to cope with dynamic changes of a Stuation.

Also, we shdl show that this brokerage can be easily extended under multiple matchmaker environments.

D.2 Behaviors of agents for requests

Before describing the intelligent brokerage, let us consider the persistency of therequest. Keeping
intentions to commit to do requested brokerage actions enables a matchmaker to cope with a dynamic
change of a Situation (e.g. anew agent is registered) in the future from requesting time. This isimportant
in adynamicaly changing stuation like the Internet.

FIPA 97 specification part2 has three types of requesting communicative acts, “request”, ‘request-when”,
and “request-whenever”. For a ‘request’ message, if areceiver agreesto do the requested action, the receiver
can act ingantaneoudy when it wishesto do. So the receiver’s action is not blocked by other condiitions.
For a“requestwhen” message, the execution of requested action is congirained by the associated condition.
Even if arecaiver commits to do the requested action, the execution of the action is dlayed until the
condition is satigfied. The commitment to do that action will maintain until the condition becomes true,
Onceit holds, the action will be done and the commitment is discharged. So the requested action will be
done only once. For a‘“request-whenever” message, the commitment will be kept peragtently until a “cancel”
message is received or the receiver becomes to stop committing to do so. So the action is repested
persistently when the condiition will be re-evauated and its vaue will be changed.

D.3 Matchmaker agent

In the specification of FIPA97 partl (agent management), there isa Directory Facilitator (DF) inthe
reference modd. DFs holds agents information such as registered agent’s name, address, and service
descriptions thet the agent provides, etc. By using this information, DFs provide ydlow -page service (i.e.
recommending desirable agents) for ancther agent by itsaction “search”. So, agents may request directly a
DF to recommend other agents. But brokering and recruiting services are not provided by aDF. So in this
document, we introduce a matchmaker agent and define its actions that handles brokering and recruiting
brokerages. Asfor a subscribing brokerage, FIPA ACL aready has acommunicative act type for this
purpose. FIPA 97 specification part 2 has dready prescribed the communicative act type “subscribe” and
this can be used in a straightforward way to a matchmaker for subscribing. However we aso define
matchmaker’ s action for subscribing and we can treat subscribing and other brokerage requestsin asame
manner. And w hat is more, we adso define actions for recommending and advertisng. When a
matchmaker recelves these two actionsit relays requests for recommending and advertising to a DF by
requesting “search” and “register” actions.

Thus, agents send brokerage request only to a matchmeaker, and dl brokerage services are provided
uniformly by amatchmaker’s actions.

Note: In this document, we introduce a matchmaker as a separate agent to a DF and in the cases of recommending, brokering and recruiting,
amatchmaker consults a DF. But, in the specific implementation case, a matchmaker can be amalgamated to a DF and all kinds of
brokerages can be supported by a DF itself. But that is a specia case of our model described in this document.
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D.4 Brokerage with a single matchmaker

D.4.1 Subscribing

In subscribing (Figure 1), an agent asks a matchmaker to
MATCHMAKER monitor for aninformation X. If information providing
another agent subsequently informs the matchmaker about X
then the matchmaker in turn informs the subscribing agent.
Thisisapopular function of mediating sysems caled
“publish and subscribe’ or “ content-based routing” in various
digtributed systems.
The substribing brokerage is generdly requesting information
about new satus resulting from some world' s change, rather
than agent’ s capability description that DF handles.
So amatchmaker itsdf handles subscribing brokerage.
Agent A Agent B We propose to define matchmaker’s actions “SUBSCRIBE” and
“PUBLISH” asfollows.
Figure 1 Subscribing (SUBSCRIBE :content <requirement pattern about desired

information>)
(PUBLISH :content <statement about new information>)

When a matchmaker receives arequest for action “SUBSCRIBE”, it records the description of desired
information. When some agent informs the concerning information to a matchmaker by “PUBLISH?, the
matchmaker matches the requested pattern and the new information and desired informetion is forwarded
to a subscriber. Subscribing requests are persistent; a matchmaker keeps the request and forwards the
requested information to the subscriber until it receives a cancel from the requester.

We a0 define matchmaker’s actions “UNSUBSCRIBE” to cancd the subscription.

(UNSUBSCRIBE :content <pattern>)
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Followings are example scenarios of messages of subscribing.
Step 1) Requesting message from a subscriber to a matchmaker:
(request
: sender <subscribing agent>
:receiver <matchmaker >

:contents
(action <mat chmaker >
( SUBSCRI BE
:cont ent <r equi r enment pattern about desired

i nformation>))
creply-with tagl
;1 anguage SL
:ont ol ogy MATCHVAKER
. protocol fipa-request
:conversation-id subscribel

)
Sep 2) At some time, a matichmaker receives publishing message from other agent.
(request
:sender <information providing agent>
:receiver <matchmaker >
: cont ent
(action <mat chmaker >
(PUBLI SH : content <statenment about new information))
: l anguage SL
: ont ol ogy MATCHMAKER

Step 3) Then, amatchmaker forwards that information to a subscriber if new information matches the
subscribed reguirement pattern.
(inform
:sender <mat chrmaker >
:receiver <subscriber agent>
: cont ent
(result (action <matchmaker>
(SUBSCRI BE : content <requirenment pattern about requesting
i nformation>))
<statenment about new information matches subscri bed
requi rement pattern>)
:l anguage SL
:ont ol ogy MATCHMAKER
cin-reply-to tagl
:conversation-id subscribel

)

Note: Along with the fiparequest protocol, a replying message such that “agree”, “refuse” or else for requesting action is returned by a receiver.
In this document, such replying messages are omitted in example scenarios for smplicity
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D.4.2 Recommending and advertising

In recommending brokerage (Figure 2, thisis conceptud one), an agent asks a matchmaker to find agents
that can ded with the request X. Other agents independently advertise the matchmaker that they are
willing to ded with requests matching X. Once the matchmaker has both of these messages, it repliesthe
reference of the informing agent to the asking agent. Then, the requesting agent and the advertising agents
can communicate with each other directly.

Thisisabasic service of both DFsin FIPA 97
specification part 1 and ARBsin FIPA 97
Secification part 3, and actions for this brdkerage

Advertise X have dready been prepared. The action “register” of
DFsand “register-software” of ARBS can be used to
express the willingness of the agents and software

services (thisis often cdled an advertisement). DFs
have the action “search” for recommending. (In
ARBSs, with the predicate “registered”, sending a
communicative act with “query-ref’ finds an entity
meatching a requesting description and ARB
recommends it to the requester. Sending a

communicative act with “query-if’ confirms whether
agent A @ agent 5 aspecified ertity is avalable or not)

Although agents can request recommending and
advertisng to DF directly by requesting to do its
action “search” and “register”, however we dso
propose defining matchmakers' actions such that
“RECOMMEND”, “ADVERTISE” and “UNADVERTISE” for uniformity.

(RECOMMEND :agentcondition <desired agents’ description>)

(ADVERTISE :agent-description <agent's df-
description>)

(UNADVERTISE :agent-description <agent's df-
description>)

MATCHMAKER(conceptual)

b

Figure 2 Recommending (conceptual)

When amatchmaker receives requests of these
actions, it trandates them to the corresponding
requests to a DF using DF s actions (Figure 3). By
requesting brokerage indirectly through
matchmaker’ s actions, we can get uniform and

flexible ways asin the case of subscribing.
D421 Recommending

The followings are example messages for

< recommending with matchmaker and DF. (See
Agent A @ Agent B Figure 3)

Step 1) An requesting agent requests to a
matchmaker for recommending desired agents.

Figure 3 Recommending with DF
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(request[-when[ever]]
:sender <requesting agent>
:receiver <matchmaker >
: cont ent
[(] (action <matchmaker >
( RECOMVEND
(:agent-condition <desired agents’ descriptions>)))
[ <condi tion-when[ever]>)]
: 1 anguage SL
:ont ol ogy MATCHVAKER
- protocol fipa-request
creply-with tagl
:conversation-id recommendl
)
Step 2) Then, amatchmaker requests searching agents to its registered DF by action “search”.
(request[-when[ever]]
:sender <mat chmaker >
s receiver <DF>

: cont ent
[(] (action <DF>
(search
(:df -description <desired agent description>)
(:df -depth <depth limt>)
)
[ <condi tion-when[ever]>)]
-l anguage SL

:ont ol ogy fipa-agent- nanagenent
creply-with tag2
:conversation-id recomendl

Notel: If the first request from origina <requesting agent> to matchmaker is using “requestwhen(ever]"), then this second request from
matchmaker to DF must use same requesting communicative act with same <condition-when[ever]> in origind request.
Note2: In order to request recommending agents, amatchmaker must know some DF. Asking itsHAP s default DF or otherwise, registering
some DF to amatchmaker is needed. To register DFs to a matchmaker, we a so need define action like “REGISTER-DF' of matchmaker
similar to DFs ‘register” action.
Step 3) DF recommends some agents by replying inform message as a result of performing “search”
action.
(inform
:sender <DF>
:receiver <matchmaker >
cont ent
(result
(search
(:df -description <desired agent description>)
(:df -depth <depth limt>)
)

<recomended agents’ descriptions>

Q}econnended agents’ descriptions>)
)
-l anguage SL
:ont ol ogy fi pa-agent- nmanagenent
sin-reply-to tag2
:conversation-id recommendl

)
Step 4) When amatchmaker receives resulting message from DF, it relays the result to requesting agent.
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(inform

:sender <mat chmaker >

:receiver <requesting agent>

: cont ent

(result

(action <machmaker >

( RECOMMEND

(:agent-condition <desired agent description>)))

(<recomended agents description>

<recommended agents description >)
)
:l anguage SL
:ont ol ogy MATCHMAKER
cin-reply-to tagl
:conversation-id reconmmendl

)
D.4.2.2 Advertising and Unadvertising

The followings are example messages for advertising and unadvertising.
Sep 1) Firdt, an agent [un]advertises to its description to a matchmaker.
(request
. sender <requesting agent>
:receiver <matchmaker>
: cont ent
(action <matchmaker >
([ UN] ADVERTI SE
(:agent -description <agent’s df -description>))
:l anguage SL
:ont ol ogy MATCHMAKER
:conversation-id advertisel
)
Step 2) Then amatchmaker forwards the agent’ s desription to DF by requesting corresponding DF' s
action “[de]register”.
(request
: sender <mat chnmaker >
:receiver <DF>
: cont ent
(action <DF>
([de] register
(:df -description <agent’s df -description>)))
;1 anguage SL
:ontol ogy fipa-agent-managenent
:conversation-id advertisel
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D.4.3 Brokering and recruiting

More sophigticated ways of brokerage are brokering and recruiting. In brokering (conceptua one)
MATCHMAKER (conceptual) (Figure 4), an agent asks a matchmaker to find other

agentsthat can ded with the request X. Other agents
independently inform the matchmaker that it iswilling
to dedl with requests matching X. Once the matchmaker
has both of these matched messages, it sends the request
X to the advertising agent and gets areply and forwards
it to the asking agent.

In recruiting (also conceptual) (Figure 5), an agent dso
asks amatchmeaker to find an agent that iswilling to
ded with the request X. In this case, when the

Advertise X

I

Broker X

Agent A Agent B matchmaker sends X to the agent, it di realy repliesto
the asking agent. . N
Figure 4 Brokering (conceptual) One of big differences of brokering and recruiting from

recommending is aproxy type of action. For brokering
and recruiting, it isrequired for matchmakers not only to find agents suitable to arequest but aso to ask
these agents to execute the request on the behaf of the requesting agent. This brings severd advantages.
Agents have only to access a matchmaker for requests
MATCHMAKER (conceptual) to other agents. Also, in brokering, requested agents can
Adve"'se X be hidden completely from requesting agents, which
may enable certain type of secure brokerage.

Because a DF provides only recommending brokerage
service and does not provide brokering and recruiting
brokerage services, to redize these brokerages, another
agent (i.e. amatchmaker) that requests actions to

suitable other agentsis needed. So, we introduce a

Request X

matchmaker agent and defineits action “PROXY” as the
proxy type of action as mentioned in the above.

Agent A Agent B

Figure 5 Recruiting (conceptual)

D.4.3.1 Proxy actions

A proxy type of action required for brokering and recruiting is defined in the following way:

(PROXY :action <action> :agentcondition <condition> [:reply-to <agent>]).

<action> is a communicative act (mainly requesting action) message that a matchmaker is asked to send
agents on the bendf of the origind sender. <condition> is a condition that desirable agents must satify asa
target of <action>. According to this condition, the matchmaker finds target agents, and sends <action> to
al of them. A parameter “reply-to <agent>" is optiona and, if specified, it indicates thet the result messages
of the requested action should be sent back not to the sender, that is, the matchmaker, but to <agent>
directly.

With this proxy action, brokering and recruiting can be redized by requesting the following actionsto a
matchmaker:

Brokering: (PROXY :action <action> :agentcondition <condition>)

Recruiting: (PROXY :action <action> :agentcondition <condition> :reply-to <agent>).

For brokering, the matchmaker records the origind requester and forwards the result messagesto it. For
recruiting, “reply40” parameter must be specified. In other words, if “replyto” option is specified then the
“PROXY” action behaves for recruiting and otherwise it behaves for brokering. With this*“PROXY” action
and in cooperation with DF, a matchmaker provides brokering and recruiting brokerage services (Figure
6, 7).
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Persistent requests for brokerage (i.e. request to amatchmaker) can be redlized by combinations of these

“PROXY" actions and “requestwhen”, “requestwhenever” communicative act types, instead of “request”. On

the other hand, in order to request an action to target agents persstently, one can use “request-when”,

“request-whenever” in <action>.

Note: In stead of representing brokering and recruiting by one action “ PROXY”,two actions “BROKER" and “RECRUIT" may be defined in a matchmaker. In this
case, for recriting, a parameter ":reply-to” is not necessary beceuse from “:sender” parameter amatchmaker can extract a destination of result message of
requested action.

T~
M~

DF
!. [De]Register X
@ [Un]Advertise X
MATCHMAKER |———|

Figure 6 Brokering with DF Figure 7 Recruiting with DF

D.4.3.2 Messages

In this section, we show examples of messages didogues for brokering, and recruiting. These messages
follow FIPA protocols such as “fipa-request” and “fipa-query” in generd.
D.4.3.3 Brokering

Sep 1) Fird, abrokering request can be redlized with “request™ing “proxy” action from <requesting agent>
to a matchmaker.
(request[-when[ever]]
:sender <requesting agent>
:receiver <matchmaker>
: cont ent
[(]
(action <mat chmaker >
( PROXY
caction <action>
:agent-condition <desired agents’ description>))
[ <condition-when[ever]>)]
.l anguage SL
:ont ol ogy MATCHVAKER
: prot ocol FI PA- REQUEST
creply-with tagl
:conversation-id brokerl

o)
Sep 2) Only DF has information about agents capability description, then a matchmaker consults DF for
recommending (yellow-pages) services by requesting “search” to DF to get agents matches to desired
cgpability description.
(request[ -when[ ever]]
. sender <mat chmaker >
:receiver <DF>
: cont ent
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[(]
(action <DF>
(search
(:df -description <desired agent description>)
=)
[ <condi ti on-when[ ever] >)]
: 1 anguage SL
:ont ol ogy fi pa-agent- nmanagenent
creply-with tag2
:conversation-id brokerl
)
Step 3) DF recommends some agents by replying inform message as a result of performing “search”
action.
(inform
:sender <DF>
:receiver <matchmaker>
:cont ent
(result
(search
(:df -description <desired agent description>)
)

(<recommended agent’s descriptions>

<recommended agent’s descriptions>)
)
-l anguage SL
:ont ol ogy fipa-agent- nanagenent
sin-reply-to tag2
:conversation-id brokerl

Step 4) Forth, when a matchmaker receives recommended agents from DF, then it sends <action> message
to each of recommended agents.
(request

:sender <mat chrmaker >

:receiver <one of recommended agents>

: cont ent

(action <one of recomended agent s>
<acti on>)

: 1 anguage SL

:ont ol ogy <ontol ogy-of-target-agent>
creply-with tag3

:conversation-id brokerl

)
Step 5) A matchmaker will receive replying messages from atarget agent.
(inform
: sender <one of target agent>
:receiver <matchmaker >
: cont ent
(result
(action <one of target agent> <action>)
<statenment of resulting informtion>)
-l anguage SL
:ont ol ogy <ont ol ogy-of-target-agent>
cin-reply-to tag3
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:conversation-id brokerl

Step 6) Then amatchmaker forwards resulting information to origina requesting agent.
(inform
:sender <mat chmaker >
:receiver <requesting agent>
: cont ent
(result
(action <action>)
<statenment of resulting informtion>)
:l anguage SL
:ont ol ogy MATCHMAKER
:protocol fipa-request
cin-reply-to tagl
:conversation-id brokerl

Note: When a matchmaker receives a request for brokering, it must record values of :conversatiorvid , :reply-with and :sender parameter, and to
make fina replying messages and determine its receiver, a matchmaker will use them.
D.4.3.4 Recruiting

Step 1) An recruiting request can be redlized with “request’™-ing “proxy” actions from <requesting agent>to a
matchmaker with a :reply-to parameter whose vaue indicates a receiver of replying messages informing
result of requesting action to desired target agents (normadly it is equd to <requesting agent>.)
(request[-when[ever]]
: sender <requesting agent>
:receiver <matchmaker>
: cont ent
[ (] (action <matchmaker>
( PROXY
;action
<action>
:agent-condition <desired agents’ description>
:reply-to <requesting agent>))
[ <condi tion-when[ ever]>)]
:l anguage SL
:ont ol ogy MATCHVAKER
: prot ocol FI PA- REQUEST
creply-with tagl
:conversation-id recruitl

Step 2) A matchmaker asks to DF to recommend desired agents.
(In the case of recruiting brokerage, the second requesting message to DF and the third message
recommending agents are same as brokering.)
(request[-when[ ever]]
:sender <mat chnmaker >
:receiver <DF>
: cont ent
[(] (action <DF>
(search
(:df -description <desired agent description>)
=)
[ <condi tion- when[ever]>)]
: 1 anguage SL
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:ont ol ogy fi pa-agent- nmanagenent
:reply-with tag2
:conversation-id recruitl

)

Step 3): DF repliesto a matchmaker.

(inform
:sender <DF>
:receiver <matchmaker >
. cont ent

(result
(search
(:df -description <desired agent description>)

)

<reconmended agents’ descriptions>

<reconmmended agents’ descriptions>))

: | anguage SL

:ont ol ogy fipa-agent- managenent

in-reply-to tag2

:conversation-id recritl

)
Sep 4) A matchmaker requests <action> to eech recommended agents like brokering. However in
recruiting case they reply resulting messages not to the matchmaker but to the origind requesting agent,
0 amachmaker must include the information of <requested agent> in requesting <action> somehow. In
order to tdll them the replying destinetion, in this scenario, a matchmaker set the requesting agent’s name
to the value of “:sender” parameter. Because the receivers (target agents of requested <action>) treet
“:sender” vaue as a degtination of replying message normaly, so replying message is send to the arigingl
requesting agent. But this method may be problematic from the point of agent management especidly
from security management.
(request

. sender <requesting agent>

:receiver <one of recommended agents>

. cont ent

(action <one of recomended agents(sane as receiver)>
<action>

)

: 1 anguage SL
:ontol ogy <ontol ogy-of-target -agent >
creply-with r3
:conversation-id recruitl
)
Step 5): Resulting messageis send to the origind requesting agent directly from atarget agent that
performs the requested action.
(inform
: sender <one of target agent>
:receiver <requesting agent>
. cont ent
(result
(action <one of target agent> <action>)
<proposition about resulting informtion>)
.l anguage SL
:ont ol ogy <ont ol ogy-of-target-agent>
cin-reply-to rl

Page 71



© FIPA (1998) FIPA Spec 13 - 1998
:conversation-id recruitl

Note: In Step 4, there may be other ways for replying resulting message to original requesting agent directly.
1) Extend the definition of ACL message paramete's (related FIPA97 part2 specification) to include “reply-to” parameter that indicates the
destination of replying result messages. In this case, agents receive such messages with “reply-to”, must set generaly the replying address to
that value. Note that this case's parameter “reply -to" is one on the ACL message level. So, thisis a different oneto user defined action’s
parameter (e.g. “PROXY" s “reply-to’).

(request

:sender <mat chraker >
:receiver <one of reconmended agents>
‘reply-to <requesting agent>
: cont ent
(action <one of recomrended agents(sane as receiver)>

<acti on>

:language SL
:ontol ogy <ont ol ogy- of -t ar get - agent >
‘reply-with r3
:conversationid recomrendl
)

2) If aparameter like a matchmaker’s action “ PROXY’s “:reply-to” (thisis not in the ACL messages level parameter asin 1)) is defined as the
optional parameter of target agent’s action in the ontology used by them, and the requested agents can understand as the destination of
replying messages, then adding that parameter on requesting. This depends on specific ontology and individua agents’ action definitions.
3) If requested <action>’ sresult isavailable by querying resultpredicate then a matchmaker can requests sequential composite action consists
of <action>and <inform-ref>. In this request, the ":receiver” of <inform-ref>can be specified by arequesting side agent (i.e. matchmaker) to a
original requesting agent. So, informing result of action message is sent directly to the requesting agent.
(If action of informing the result isimplicitly contained in performing <action> definition in the target agents, then the agents also sends a
message informing result to ":sender” of request of composite action (i.e. a matchmaker.))

(request

:sender <nat chrraker >
:recei ver <one of recommended agent s>
: cont ent
((action <one of recommended agent s(same as receiver)>
<action>) ;
(i nformref
:sender <one of recommended agent s>
:receiver <requesting agents>
ccontent (result
(action <one of target agent> <action>)
<proposi tion about resulting infornation>)
:language SL
:ont ol ogy <ont ol ogy- of - t ar get- agent >
inreply-to tagl
:conversationid recruitl

)

|l anguage SL
:ontol ogy <ont ol ogy-of -target - agent >
creply-with tag3

:conversation-id recomendl
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D.5 Brokerage under multiple matchmaker environment

Brokerage under environment with multiple matchmakers can be redized by registering their
matchmaking servicesin asimilar way to regidrations of ordinary agents. When a matchmaker receives a
request, it offers a brokerage service and if it iswilling to federate to other matchmakersit asks DF to
recommend other matchmakers. Then the matchmaker forwards the request to the recommended
matchmakers whose registered descriptions match the request. For this purpose, smal extensions are
required for matchmaker’ s brokerage actions.

D.5.1 Requesting to matchmakers

Under inter-matchmaker communications, when a matchmaker receives areques, it offers a brokerage
sarvice such as recommending, brokering etc., and at the sametime, it forwards the request message to
other matchmakers recommended by DF whose descriptions match the request. Therefore, according to
replies from DF, a matchmaker must change its behavior. To digtinguish matchmakers and other agents, a
word “ matchmaking-service” should be reserved as a service name registered in DF.
Also, since the topology of links of matchmakers may be not known in generd, arequest should indlude
some information to control behaviors of matchmakers.
To darify these, we introduce anew optiona parameter “:matchmaker-condition”, “:hop-count” and “:reply-by”
in matchmaker’s brokerage actions, which is defined in the following way:
(PROXY :action <Action> :agent-condition <condition>[:reply-to <agent>]

[:matchmaker-condition <conditiontmatchmaker>] [ :hop-count <count>][:reply-by <time limit>])
(RECOMMEND :agent-condition <condition>

[:matchmaker-condition <conditionrmatchmaker>][:hop-count <count>][:reply-by <time limit>])
When amatchmaker receives arequest of action with these parameters, it executes and at the same time
forwards this message to other matchmakers. Matchmakers for forwarding are selected by matching
<condition-matchmaker> with their registered descriptions by requesting “search” with that condition to DF
smilar to sdlecting agents by <condition>. If <condition-matchmaker> is not specified, <condition> is used to
select matchmakers.
A parameter “:hop-count’ controls how many matchmakers arequest is forwarded to. The vaue of this
parameter must be a nonnegetive integer. When a matchmaker forwards a request to other matchmakers,
the value of “:hop-count” must be decreased by 1 and if the value is zero then the request must not be
forwarded further. For example, if arequest has the parameter “:hop-count” with value 2 then the request
is forwarded to at most three matchmakers. In the following figure, the matchmaker4 is not reechable.
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The parameter “reply-by’ may aso control the behavior of matchmakers, each matchmaker must reply

until the specified time so that the scope of forwarding messages may be restricted.
........... .

hop-count=2 :hop-count=1 :hop-count=0 Not reachable

When requesting brokerage message is forwarded from one matchmaker to another matchmeaker, the

“:sender” and the “:receiver of the propagated message must be changedin the appropriate way.
D.5.2 Brokerage by inter-matchmaker communications

For example, arecommending request from a requesting agent to a (first) matchmaker can be described in
the following way.
(request[ -when[ ever]]

: sender <requesting agent>
:receiver <first matchmaker>
: cont ent

[(] (action <first matchmaker>
( RECOMMVEND

:agent -condition <requirenment pattern of desired
agent >

- mat chmaker -condi ti on <condi ti on-mat chmaker >
s hop-count 3))
[ <condi tion- when[ever]>)]
)
-l anguage SL
:ont ol ogy MATCHVAKER
:protocol fipa-request[when[ever]]
)
When first matchmaker receivesthisregques, it asks DF to search matchmakers matching its registered
description to the <condition-matchmaker>. If such a matchmaker is recommended, then this requesting

message is forwarded to matchmaker as follows. Note that “:hop-count” is decreased.
(request[ -when[ ever]]

:sender <first matchmker >
:receiver <second matchmaker>
:cont ent

[(] (action <first matchmaker>

( RECOMVEND

:agent -condition <requirenment pattern of desired
agent >

:mat chmaker -condi ti on <condi ti on- mat chmaker >
s hop-count 2))
[ <condi tion-when>) ]

)
.l anguage SL
:ont ol ogy MATCHVAKER
. protocol fipa-request

Page 74



© FIPA (1998) FIPA Spec 13- 1998
A example of brokering is shown below. In this case, if there is amatchmaker (i.e. it has“matchmaking-

service” as a service name) among agents that match <condition>, then this requesting messageis forward to
it.
(request[ - when[ ever]]
. sender <requesting agent>
:receiver <first matchmaker>
:cont ent

[ (] ((action <first matchmaker>
( PROXY

»action <action>
»agent-conditi on <condition>

: hop- count 3))
[ <condi ti on-when[ever]>)]

)
;1 anguage SL
:ont ol ogy MATCHVAKER
. protocol fipa-request

D.6 Otherissues

The matchmaker service is closdy related to the CORBA trader service [2]. The CORBA trader service
aso offers mediation functiondity with interworking (federation) of traders dthough it provides only the
recommending service. The CORBA trader service prescribes the brokerage with many detailed
parameters for various policies on trading services. Conddering these parameters for matchmakers may

be useful even for FIPA agent environments athough the distributed object environments are tighter than
FIPA agent environments as far as collaborations are concerned. In this proposa, we introduced only
“:hop-count” parameter from the CORBA trader service; we think that other parameters of the CORBA
trader service are too much detailed for FIPA agent environments and may weaken the autonomy of
agents.

D.7 Conclusion

A matchmaker agent having “SUBSCRIBE”, “UNSUBSCRIBE”, “PUBLISH", “RECOMMEND”, “ADVERTISE”,
“UNADVERTISE” and“PROXY” actions is introduced. By requesting these actions, various brokerages are
reglized uniformly. Action “PROXY introduced here can dso be used for other purposes. It is ussful to
redlize generd proxy type of actions of agents.

D.8 References
[1] Finin, T., Labrou, Y. and Mayfidd, J. KQML as an agent communication language. In Bradshaw, J.

(Ed.), Software Agents. MIT Press. Cambridge. 1997.
[2] Object Management Group: Trading Object Service. CORBA services: Common Object Services
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Annex E

Result of the first interoperability trials

Author FIPATC D

Date Seoul, 25-29 January, 1999

Title Result of the first interoperability trials
Distribution | Public

Abstract: FIPA started a campaign of interoperability tests between Agent Platforms separately
implemented by different companies. For this purpose, a new Technical Commette (TC D) has
been established. At the Seoul meeting, 4 companies (Broadcom, Comtec, Cselt and Siemens)
joined this TC by connecting their platforms together and running basic application scenario of
appointment scheduling. The tests were mostly successful, although not every combination of
different implementations functioned properly. The trial members came up with a set of
comments and suggestions to the specifications, which will be investigated by appropriate
technical committees responsible for the maintenance of the specification. The group
established a future plan of interoperability trials for the rest of the year. It is expected that
public agent platform accessible at anytime and from anywhere in the Internet will be deployed
by the members. In order to improve the effectiveness of these tests, FIPA solicits member and
non-member companies to join the TC and test their agent platform implementations.

1. Interoperability Target

The god for thefird interoperability trids wasto test:

- FIPA 97 Specification Part 1 (Agent Management): functiondity of the Directory Facilitator (DF);
ad

- FIPA 97 Specification Part 2 (Agent Communication Language): the grammar, the communicative
acts, the SLO content language, and some interaction protocols.

In the first step, the tests concentrated on the interoperability between agent platforms. Thefollowing

tests were performed:

- send amessage from an agent located on a platform to other agent located on a different platform;

- regidration with a DF of adifferent platform;

- useof the DF sarvices,

- cregtion of afederation of DFs from different agent platforms ; and

- basic cdendar scheduling using CFP communicative act and FIPA-CONTRACT-NET interaction
protocol.

2. Setup of thetest bed

2.1 Agent Platforms

Company Hostname | OS ORB Programming
L anguage
Broadcom scooter Solaris Orbix SICStus Prolog
Comtec shox Windows JDK kawa
NT 12
CSELT paed4s Windows JDK Jva
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NT 12

Semens M11077PP | Windows JDK Java
NT 1.2

2.2 Bootstrapping

I10OP is the basdline communication protocol between agent platforms. FIPA specifiesthe IDL but how
initidly IORs are exchanged is not mentioned in the pecification. The adopted solution in the group is to
share adirectory where dl platforms put afile with their IOR. Anonymous FTP and Microsoft file
sharing was set up on shox to exchange IOR.
Fle names
Broadcom.ior
Comtec.ior
CHtior
Semensior
File format:
IOR<sp>IIOP-URL<cr>
Example:
IOR:0123456789ABCDEF-... iiop://shox:50/acc/

3 Result of the interoperability trials

from Broadcom Comtec Csdt Semens
fo
Broadcom FTPR FIPRS
Comtec FTPRS FTPRS
Cut FIPRS FIPRS
Semens FIPRS FIPRSC

Legend:

F - FTP Ready

| — 11OP reached

T — Text-based communication (without 110P)
P — message parsed

R — registered an agent with the DF

S — search with the DF

C — cfplcontract net works

4 Commentsfrom the group

4.1 Agent Management

411 Agent Management Grammar
The "unknown™ state should be induded in the ligt of vaid DFLifeCyde saes.
412 ACC

The current ACC specification is wesk. Its role in the multi-agent system is currently to serve dl the
"request (forward ...)" messages. The burden of sdecting the transport protocol is given to each agent.
The proposd isto extend the IPTM (Interna Platform Trangport Mechanism) by specifying that it must
be able to access the 11OP trangport mechanism (or whatever basdline protocol FIPA will use) when it
recognizes that arecaiver is not internd to the platform. The burden to decide which form of message, i.e.
request to forward, or just the message, should be removed by the agents.

That meansto decide to remove, or not, the Request Forward action.
413 Agent Name

The current TC1 specs specifies
AgentName =Word"@" CommAddress

FIPA Spec 13 - 1998
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CommAddress = CommProtocol "://"* (IPAddressDNSName) ":" Integer "/* ACCObj.

Problem with the specification of the Agent Name (TC1). In some casesit is ussfull to usethe IOR
address, the agent name should become the following:

AgentName = Word"@" CommAddress

CommAddress = IORAddress | URLAddress

IORAddress = "IOR:" HexWord

URLAddress = CommProtocol "://" (IPAddres§sDNSName) ":" Integer "/"* ACCObj

HexWord =["0"-"9'"d-"f","A"-"F+

It must be clarified that the AgentName must be avaid trangport address and not only alogica name.
It is necessary to anayse the difference between agent-name and agent-address, if both areredly
necessary, and if it is better to introduce a new DF description attribute with the physica location of the

agent (e.g. comtec.shox). | _ o
414 Agent Description and Service Description

The current FIPA specs dlow to register with the DF both an agent description and a decription of the
services it provides. Both descriptions indude 3 common properties: type, name, and ontology. It is
proposed to specify dearly the difference, that is "whet is the description of an agent” and "what isthe
description of its services'. Some examples may darify.

Same problem gpplies both for part 1 and part 3.

4.15 FIPA_Agent 97 interface

Thisinterface mugt not be part of any package, otherwise an exception is thrown. Even if thisisimplicitly
defined in the Part 1 specs, it is better to explictly reinforce this concept.

Theinterface must be Setically constructed  Some implementation of DIl does not work with static

interface. _ _
4.1.6 Multipleregistrationto DF

If agent crashes after registering to a DF, the agent must restart and register to the DF again. However,
the previous ingtance of the agent is dreedy registered in the DF and duplicated registration request from
the new ingtance of the agent isrefused. DF must be able to handle the Situation (possibly by
communicating with AM S which manages the agent’ s physicd lifegycle).

4.2  Agent Communication Language

421 Content Language SL
Expressing list in SL. The DF and the AM S results can be alist of agent descriptions, in this case we need
astandard way to express list in the Fipa-Agent-Management.

Three proposds are proposed by this group:

1. (result (action ...) ((:df -description ...) (:df-description ....) (:of -
description ...)) )

in this case the SL syntax must be extended
2. (result (action ...) (lig (:df -description ...) (:df-description ...) (:df -
description ...) ))

in this case the list functional symbol must be added to
the fipa-agent-management ontology
3. (result (action ...) (:df-description ...) (:df -description ....) (:df -description
o))
without externa parenthesis
in this case the grammar of Fipa97 Part 1 result

predicate must be modified
4.2.2 Useof thelists

It is suggested to establish a tandard policy of usng ":" keyword and ligs. In Lisp the™:" keywords are
used to reduce the number of cons cdlls. The ACL adoptsin fact the Lisp convention, while the Agent
Management Ontology not.

In the current specs sometimes the value of a property is specified to be alist and sometimes not. Some
incons stencies gppear:

For ingance, in the following cases thevdueisnot alist:

"(" ":address' CommAddresst ")"
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"(" ":sarvices' Fipa-service-desct+ )"

in the following cases, ingtead, the vaueis Specified to bealist:

"(" "interaction-protocols' (" Word+ )" )"

"(" "languege (" Contentlanguege ") *)'

in the following cases, findly, thevaueis specified to bea SLTerm:

(" ":ontology” SLOTerm")"

"("":ownership” SLOTerm™)"

The proposd isto unify the notation.  The following proposa was made by Luis Batdho:

Syntax for SL terms: represent descriptions

The main ideais to represent descriptions as functiond expressions
in which the function is the congructor of the type and the
parameters are the components.

Smple example

(Car

:color red

;padition (Pogtion :x 13651y 12)
:gpeed (Speed :vx 145 :vy 0))

Expresson 1

Car isthe congtructor of type car, Position is the constructor of type
position, Speed is the congtructor of type soeed.

:color, :position and :gpeed are role names - thisis jugt notation
for

(Car red (Pogtion 1365 12) (Speed 145 0))
Expresson 2

but has the advantage that the parameters can come in arbitrary order
and tha you can omit parameters when you are not interested or you
don't know their vaues.

['You might think thet the following expression

(Car

(color red)

(position (Position (x 1365) (y 12)))
(speed (Speed (vx 145) (vy 0))) )

Expresson 3
has the same advantage mentioned above. However, the number of cons
cdls (basc memory units of s-expression) for Expresson 3is25

whileit is 18 for Expresson 1. Expresson 1 requires less memory
than Expresson 3.

- Suguri]
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Complex example

(mobject ; Condructor of the mobile object type
:object-id
(obID ; Congructor of the mobile object id type
:camera 2
:objectnumber 275)
‘tyme-stamp
(TimeStamp ; Corgtructor of the TimeStampDS data type
'year 1998
:month 12
day 14
‘hour 10
:minute 14)
:object-description
(lig-quote ; The description of an object isaligt of features.
; Thetype, implicit in the syntax, islig.
((position
X (uncertain-object 1534 0.7)
'y (uncertain-object 10 0.8)
:Z (uncertain-object 0.50.8) )
(color
(uncertain-object
(lig-quote (h 255 :52 :v 23))
0.7))

Condructor of the mobile object datatype
mabject: ObjectldDS x TimeStampDS x ObjectDescriptionDS -> OjbectDS

Condtructor of the mohile object id type
objID: Byte x ULong -> ObjectldDS

Condtructor of the TimeStampDS data type
TimeStamp: UShort x UBYyte x UByte x UByte x UByte x Ubyte x Ushort -> TimeStampDS

Condtructor of the type PositionDS
position: UncertainH oat x UncertainFloat x UncertainFloat -> PositionDS
Congructor of the type ColorDS
color: UncertainList > ColorDS
Syntax
ExtendedSLTerm= SLTerm |// origind grammar
Description |
Collection |
UncertainTerm.
Description = "(" CongtructorSymbol CongtructorSpec* )"
CondructorSymbol = SLFunctionSymboal.
ComponentSpec = ":" RoleName Vaue.
RoleName = Word.
Vaue= ExtendedSL Term.
Collection = "(" "quotedHigt" " (" ExtendedSL Term+ )" ")" |

"(" "quotedlig-of" TypeName " (" ExtendedSL Term+ )" ")" |

FIPA Spec 13 - 1998
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"(" "quotedtarray-of"* N TypeName " (" ExtendedSL Term+ )" ")".

TypeName = Word.

N = Natural Number.

UncetainTerm= "(" "uncertain-object”" ExtendedSL Term Confidence")".
Confidence = Real Number.

423 SLOand tuples

The current specs of S does not alow to express tuples. Tuples are widely used, instead, to express the
content of several communicative acts, likeagree, failure, ... It is here proposed to extend the SL
grammar to dlow expressng tudes.

4.2.4 Contract-Net Interaction Protocol

The ddfinition of this protocol dlowstheinitiator to "cancd™ an accepted proposa without any

condraints on the time ether on the status of the responders. The protocol should be better defined in
order to condtaint the communicative act "cancd”, for instance to given time congdraints.

425 Rulesto handle conversations

In Part 2 the following two rules should be added :

"If an agent receives a message that has a vaue for the parameter :conversation-id, then every message
thet is sent in response to that one MUST include the parameter :conversation-id with the sasmevaue. In
an interaction protocol, the same vaue of :conversation-id must be used for dl the messagesin the
protocal.”

"If an agent receives amessage that has a vaue for the parameter :reply-with, then every message that is
sent in response to that one MUST include the parameter in-reply-to with the same vaue'

Example of a Contract-net protocal:

Comm. Act :conversation- | :reply- ‘in-reply-
id with to

Cfp C1 R1

Propose /refuse | C1 R2 R1

/ nat-

understood

Accept- C1 R3 R2

proposal /

rejectproposd

Inform /falure C1l R3

Cancel Cl

426 Timetoken

Part 2 pecifies that the value of the parameter :reply -by is atime token. Thistoken is based on the ISO
8601 formet, with extensons for relative time and millisecond durations. It is aso specified thet,
optiondly, the token can aso include a type designator, where the type designator for UTC isthe
character "Z". Part 2 dso saystha "UTC is preferred to prevent time zone ambiguities’'.

It is here proposed to modify the specifications by alowing only the usage of rdative times (that
continues to be designated by the character "+" in firgt position) and the UTC type designator.

The reason for this proposd isto smplify implementation without any impact on the expressive power of
the time token.

4.3 General comments

431 Summary of changes
In Fipa97 verson2.0 the vaue of some congtant symbolsis changed. It is proposed to add an annex with
dl the changesto amplify the implementors to maintain their implementations.

5 Working Assumptions

In order to continue the test campaign the following working assumptions have been made:
- "unknown" isavaid DFLifecycle Sate;
- therequest to forward to the ACC is not used. It is assumed that the ACC is not an agent;
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- theagent nameisavaid trangport address. In particular it isformed by the concatenation of the actua
agent name and its trangport address (e.g. fabio@IOR:00......)

- ThelOR of the agent platform is exchanged via directory sharing or ftp;

- TheSL syntax is extended and the results of a search are expressed as shown in proposa 1 of section
421

- Theuseof ligs continues to comgy with the Agent Management Ontology until it will be definitivly
unified by the gppropriate TC;

- The SL syntax is extended to dlow t-uples as content of some communicative acts (eg. agree, falure,
)

- A convearson is handle by using the rules spedified in section 4.2.5

- Time tokens are expressed as proposed in section 4.2.6;
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An iterative specification validation scheme based on negotiation

Laurent MailletContoz, Isabelle Mougenot, Jean Sallantin
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1 - Introduction

In this proposal, we introduce formal aspects for the validation of specifications. Methods such as B or VDM and languages
such as Z are devoted to the formal s pecification of software. However, the purpose of these methods is to produce executable
code with respect to the specifications, for software whose specifications are known in advance and invariant during the
development. In our case, it is rather a question of hardening the specifications in order to validate them and to envisage their
evolution. The validation corresponds to the stabilisation of knowledge, whereas the adaptation and the evolution can be
perceived like the result of a reasoning on a stabilised knowledge. In this sense, we represent the specifications through
ontology, in order to identify the set of terms which must be defined as well as the constraints connecting them. The originality of
this approach lies in the use of mechanisms of negotiation, to allow the adaptation and the evolution of the specifications
according to the developments and the uses.

In the problems concerned (part 2 of the CFP °7), the specifications are supposed to evolve according to the developments of
new platforms and thus require a particularly effective refinement method. To address this issue, we propose an approach in
three steps:
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* Internal validation of the specifications, in order to check their total coherence

*

* Negotiation of the adaptation of the specifications according to the lacks identified by the developments

* Negotiation of the evolution of the specifications according to the evolution of the domain.

*

We detail in this proposal the three points of this approach and identify the needed tools. We develop in the following document
our methodology of validation and adaptation of the specifications.

2 - Validation and adaptation of the specifications

The validation of the specifications consists in checking their total coherence. In this sense, we have to extract relevant
information from the informal specifications given as a text in natural language, then to model this information as a hierarchy of
terms bound by constraints, and finally to check its coherence.

The formal methods are not relevant in this context, because the initial specifications are far too informal, and because of their
fast evolution it is not possible to pass easily from an informal description to a completely formal description.

Consequently, our approach is based on the identification of the concepts and the relations between them intervening in the
specifications. We define an ontology as a hierarchy of terms connected by constraints. Thus, it is possible to represent the
domain knowledge and to highlight for example the lacks of definitions, the inconsistency between the concepts present, or the
lacks or excesses of constraints in the field.

Thus, for example, we can model the sending of the various messages which the agents must exchange in order to lead to an
agreement for a meeting. We define two particular contexts of transmitter and receiver of message, and identify the messages
which it is possible to receive.

Sender
ScheduleRequest
P

Accept

Reject

Receiver

Propose

Refuse

Inform

Failure

Notify

The associated constraints describe which are the possible answers between the various agents, in order to check that the
protocol given in the specifications is respected:
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Imply ScheduleRequest, Notify
Imply CFP, Propose

Imply CFP, Refuse

Exclude Propose, Refuse
Imply Accept, Inform

Imply Reject, Inform

Imply Accept, Failure

Imply Reject, Failure

Exclude Inform, Failure

We call ontology, or grid, the hierarchy of terms and the associated constraints. This ontology is used with a constraint
propagator, to select the presence or the absence of terms in the grid, in order to identify situations in which paradoxes can be
highlighted. This indicates insufficiencies in the specifications. In this case, it is necessary to re-examine them, and to refine
consequently the corresponding ontology.

The ultimate goal of this step is to provide a valid and coherent version of the grid modelling the specifications, depending on
the state of the informal specifications. Once this grid is stabilised, it should be made persistent:

* to provide a grid in order to analyse the conformity of the applications with the specifications

*

* to allow the consultation of the specifications and the search for specifications from particular points of view

*

* to allow reasoning on this grid to improve it
*

However, the specifications are supposed to evolve according to the gaps which were identified during the construction of the
grid, relating to the comments or the needs of the developers. It is in consequence necessary, in a second step, to provide

adaptation of the specifications according to the developments.

This adaptation is carried out by identifying the gaps of the specifications, through developments carried out on the platforms,
and by using negotiation mechanisms. The adaptation of the specifications occurs through several aspects:

* Insufficiency of the specifications, it is then necessary to enrich the specifications, by respecting their initial coherence. For
that, the negotiation engine is used so that enrichments produce a new version of the specifications, which is correct by
construction, i.e. which respects the previous constraints,

*

* Refutation of part of the specifications: That indicates an over -specification, which it is illusory to respect from an
implementation point of view. Two aspects are then identifiable:

*

* Relating to terms, which indicates that the concepts defined in the specifications are not satisfactory, according to the
various developments,

*
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* Relating to the constraints imposed on these terms: In this case, that indicates an excess or a lack of precision.

*

The mechanisms of negotiation are welksuited to the adaptation of the specifications, because their purpose is to find an
agreement between users who may have conflicting goals and interests. The base of the negotiation is provided by the grid
which represents a state of the specifications to be improved. The negotiation intervenes to let the users express the potential
refutation of the elements of the grid, and produce a new consensual and coherent grid, which refines the preceding
specification. A module to be envisaged is the automatic generation of the specifications in a formal language from the grid, in
order to engage mechanisms of proof.

3 -Conclusion

We have presented in this contribution a methodology of validation and adaptation of the specifications, based on the extraction
of a set of terms and constraints since specifications are provided as an informal text. We showed that the formal methods for
the validation of the specifications are not relevant, because of the very informal nature of the specifications, and because of
their fast evolution. Our approach, based on an extraction of the terms of the text, identifies the set of the concepts to be present
or to be excluded in an application so that it respects the specifications.

The adaptation of the specifications is carried out according to the developments which can show gaps or errors in the
specifications. In this case, it is a question of negotiating the modifications to be made in the specifications, based on a common
grid representing the state of initial specifications, while respecting to the maximum the initial constraints. Lastly, the evolution of
the field forces to make evolve the specifications according to same principles.
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